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1 Introduction

There is a growing body of psycholinguistic evidence forittirience of grammar—
the inventory of obligatory grammatical features of a laegg+—on the global
structural decisions speakers make at the level of disegpiianning (von Stut-
terheim and Carroll, 2005; Carroll et al., 2008; von Stintém et al., 2010). Not
only are the concepts to be conveyed by a single sentencdesklas to guaran-
tee that all the obligatory features are expressed (cf.is#HL987,thinking for
speaking, but also the way speakers distribute information betwaatiple sen-
tences and group it into larger discourse units appears tptimized for making
the task of satisfying all the constraints at the stage afngnatical encoding as
easy as possible. In other words, we find cross-linguistiferginces in global
discourse structure. It seems that this phenomenon hasdbabsost entirely un-
noticed by discourse theorists concerned with buildingnfaty precise accounts
of discourse interpretation or generation. The main goahisf paper is to fill
this gap and develop a formal theory of discourse that wowd#arprovision for
the influence of grammar on global discourse structure. leaater paper (Jasin-
skaja and RoRRdeutscher, 2009) we have stipulated somealgegpecific rules for
global discourse planning using the framework of DiscolRepresentation The-
ory (DRT, Kamp and Reyle, 1993; Kamp et al., 2005) and dissifise interaction
between the language-specific and the language-indepeiddiscourse struc-
ture. The present paper will go beyond mere stipulation antbtdirectly derive
differences in global discourse planning from differenicegrammar.

We will concentrate especially on generalisations gaimestiidies of spoken
narratives from the multilingual “Quest corpus”™—a colleat of retellings of the
silent animation filmQuest by speakers of languages including English, German,
Dutch, French, Spanish, Russian, Japanese, among otharfodds will be on a
phenomenon that could be characterised aglthigal aboutness topie-a tendency
to organise the narrative around a single topical entitgh<sas the protagonist of

1The winner of several film awards, directed by Tyron Montggmand produced by Thomas
Stellmach, 1996



the film in Quest retellings, concentrating on what the gyotést does or what
happens to him. This tendency is typical for German and otbdy-second (V2)
languages, e.g. Dutch. In V2-languages the finite verb of ia klause is always
preceded by exactly one constituent, which can but needetitdbsubject of the
sentence. Which constituent is placed in the preverbatipogithe prefield usu-
ally depends on the information structure of the senteneecategories such as
topic, focus, etc. The global aboutness topic is realisetesyatically as subject
and in the prefield position in these languages. This is pgssdl, for instance,
in English—a strict SVO language—where the aboutness tegmns to play an
altogether lesser role both in the choice of the preverbasdtitoent (i.e. the choice
of subject) and in the global organisation of the narrativis widely accepted that
these two properties—the preference for a global aboutopgsand V2 syntax—
are related. The standard explanation is, roughly: Sinlxegfithe preverbal posi-
tion with exactly one constituent is obligatory in V2 langea and since topics, if
available, usually go to that position, there is a certaivaathge in having a topic
over not having one because it makes the choice of the praveshstituent easy.
This creates a preference for discourse structures thditygeovide topical enti-
ties, and the constancy of the topic is related to considesof global discourse
coherence (see esp. von Stutterheim and Carroll, 2005)piEsent paper tries to
recast (a variant of) this explanation in formal terms.

Our formal apparatus will include: (a) DRT, which will be dsfor represent-
ing the content of discourse units; (b) the formalism ofilattie-value matrices
(AVMs), which will be employed to represent the structuredsicourse units fol-
lowing roughly the same idea as the representation of sighiead-Driven Phrase
Structure (HPSG, Pollard and Sag, 1994), i.e. connectiifgreint levels of linguis-
tic representation from phonologica/textual form, to emmt to various pragmatic
features; and (c) Optimality Theory (OT, Prince and Smdgns993; Blutner and
Zeevat, 2003), as a hon-monotonic inference mechanismese wtructured.The
choice for HPSG-style application of AVMs and Optimality&dry is dictated by
the non-modular design of both frameworks, which allowsprimciple, for fea-
tures and constraints at any level of linguistic repredemtao affect any other
level. This is a useful property when the task is to modeltifleénce of grammat-
ical properties of the language related to syntax and watdrayn global discourse
planning.

The application of OT to model discourse structure is a redemelopment
(Beaver, 2004; Zeevat, 2010) and there is nothing like aabéshed framework in

2An OT model of a relationship between two levels of lingwiseépresentatiomd and B (such
as sentence meaning and surface form in OT syntax, or phginal@nd phonetic respresentation in
OT phonology) consists of a set of violable constraints @ddy strength that decide which of a set
of candidaterepresentations at level A is the best givenitifit representation at level B. Optimal
candidates are the ones that do better on the whole systeamkdd constraints than all the other
competing candidates. Candidate is better thanA, if there is a strongest constrai@tsuch that
A and A, do equally well on all the constraints that are stronger thabut A, does better o’
itself, i.e. gives rise to fewer violations ¢f.



this domain. To the best of my knowledge, the phenomena sieclin this paper
have not been addressed in OT before. Therefore a lot oft efitirbe spent in
this paper on drawing up a coherent proposal more or less $aatch. For the
most part, we will concentrate on modelling the relatiopdhetween the function
of word order and the maintenance of the same aboutnessdopiss multiple
sentences. While doing that, we will adopt the more familierpretation per-
spective, talking about (forms of) sentences in discoumsktheir possible read-
ings. This will allow us to develop the crucial fragment o tmodel. Only at the
end of the paper will we return to the issue of discourse plapproper—i.e. the
selection of content from a knowledge base, segmentatitimabdicontent into bits
to be expressed by individual sentences, grouping andingdirose bits—and the
way the preference for a global aboutness topic in Germawetafthese processes.
A rough skeleton of this extension to the theory will be skett out and applied
informally to a couple of examples, but it will not be possilhb spell it out in full
detail.

The paper starts with a presentation of the phenomenoridse&t—empirical
generalisations on cross-linguistic differences in ria@aplanning based on the
observations from the German and English sections of thestQemrpus (sec-
tion 2.1), later zooming in on the specific constructed matipairs that will serve
as a starting point for the development of the central fragméthe theory (sec-
tion 2.2). The central part of the model is developed in secd, whereas section 4
restates that in formal terms, and discusses the extensidis¢ourse planning.
Section 5 rounds up the paper with some conclusions and nestigos.

2 Observations

2.1 Topicsand subjectsin spoken narratives

The picture of cross-linguistic differences in discourknping that this paper sets
out to analyse formally has emerged from the study of spoleratives elicited
from speakers of different languages after they watcheditbat animation film
Questand were asked to retell what happened in the film (see e.dStdterheim
and Carroll, 2005; Carroll et al., 2008). The film shows a dlgure searching for
water in a series of desert-like worlds: a sand desert, ar plgsert, a stone desert,
etc. For example, in the sequence taking place in the papdd the earth’s surface
is made of pieces of paper and some pieces are carried arguhd Wind. On his
way through this desert, the clay man is twice in danger afdeiverrun by a large
flying piece of paper, whereas the third time he is actuallgcked down by one
piece. He finally finds a small puddle of water, but while heysg to collect the
water from the ground, the wet paper breaks in and he faltsigir the hole into
the next world.

A typical German solution of the narration task is shown in {the most strik-
ing feature of the German narratives is that the protagonisie film, the clay man,
preserves his topical status (roughly in the sense of Reijnt@81) often through-
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(1) a. und er fallt auf dieses papier drauf *1*
and he falls on this paper ontop
b.und ah § is etwas benommen
and eh is somewhat stunned
c. 0 bleibt liegen *
stays lying
d. und () rappelt sich  dann wieder auf *1*
and rattles himself then again up
e. un: () schaut sich um
and looks himself around
f. well er nich weil
because he not knows
g.wo er is
where he is
h. und () sieht** einzelne papierfetzen durch die gegend

and sees single pieces of paperaround the place
fliegen* und n kleinen wirbelsturm aus papier *
fly and a small tornado of paper

i. un: jetzt wei3 er nich
and now knows he not
j. wo er is*
where he is
k.un ( macht sich also auf die suche
and makes himself so on the search
I. die gegend zu erkunden *1*
the place to explore
m.und ( lauft durch die gegend *

and walks around the place
n.und da wird er aufeinmal von 'nem fetzen papier *1*
and there gets he suddenly by a piece paper

umge / umgeschmissen
knocked over

o. der ihm die/die sicht verdeckt
which him the view blocks



out the whole narrative, unchallenged in this function by atmer “characters” of
the film (pieces of paper, drops of water). This manifestdfiia that the protago-
nist appears overwhelmaingly as the grammatical subjeghain) finite clauses,
and in the preverbal position. Subjects in preverbal pmsitvhich corefer with the
subject of the previous main clause can be, and normallylatede which makes
zero ()) one of the most characteristic ways of referring to thegmgonist in long
sequences of what looks like coordinated VPs, cf. (1a) Viatb by thef)-subject
sequence (1b)—(1h), and (1i) followed by (1k)—(1m).

Some of the English solutions are similar in that they useséime protagonist-
oriented discourse strategy. However, the majority of thglish speakers choose
a different global schema which does not seem to assign titagomist such an
exceptional status and in which topichood (as we will sesr latthe paper) seems
to play an altogether lesser role. In particular, theselsgsaswitch more freely
between different discourse referents as main clausecsbje

The contrast between the typical German and English sokitc@an be best
seen in descriptions of events where the protagonist isreitbt involved at all, or
another entity behaves more like an agent, i.e. is more itraoof the situation,
moves, affects the protagonist physically, causes othertexo happen, or in other
words, exhibits more proto-agent properties in the sen&ouity (1991) than the
protagonist. In such situations German speakers stilhtir best to find a way and
make the protagonist, rather than that other entity, thgestiand the topic of the
sentence. There are a few ways in which this can be achieved.w@y is not to
mention such events at all. Of course, one cannot skip etteitplay an important
role in the development of the story, but events that aredassal in that respect
are often skipped by German speakers if the protagonisttismwalved or plays a
relatively passive role there. For example, the speaket)addes not mention the
first two near-collisions of the protagonist with the flyingeets of paper. English
speakers retell these events more often, as e.g. the spHg)r Notice that the
piece of paper is the subject in (2g) and the subject of thefimite clause in a
presentational construction in (2d)—in both cases in adriglyntactic position
than the protagonist (see Jasinskaja and RofRdeutsché&, f@@@nore details).

(2) a. and eh he wakes up
. and eh just as he is opening his eyes from the fall [...]
. he looks in front of him
. and there’s this piece of paper coming straight for him
. and he’s scared

and he jumps up onto his knees
g. and the piece of paper misses him

DO QO O T

Second, German speakers often put such events off the noayrlisie by ex-
pressing them in various kinds of subordinate clauses afegéded constructions,
so the protagonist remains subject of the main clause andaram as antecedent
for zero anaphora in the next sentence, or be replaced byitzeloif it occurs in



the preverbal position and the context conditions are ) i€ an instance of
a finite clause with a non-protagonist subject degraded tdhardinate (relative)
clause. Eventualities that do not involve the protagomsisth as the pieces of pa-
per flying, are often presented as being seen by the prottgasiin (1h) ‘and
sees separate pieces of paper flying around’. English spesdadise such events
in separate main clauses more often, cf. (2c)—(2d).

Finally, German speakers very often promote a patient @pieett protagonist
to subject by means of a passive construction, cf. (1n) éther suddenly gets
knocked over by a piece of paper’, while English speakerddbléss frequently,
realising the agent non-protagonist as subject, cf. (3b).

(3) a. he keeps walking *1*
b. then all of a sudden a paper hits him in the face ***
c. and( knocks him out at his back *2*

In other words, German speakers use all means availableinbaimsthe topical
status of the protagonist over long stretches of discolmgeealising the protag-
onist as the grammatical subject and in the preverbal posif main clauses as
much as possible (where it is almost always replacef, llyus giving rise to long
sequences of coordinated VPs or clauses Wigtubjects)—the phenomenon that
we will refer to as theglobal aboutness topipreference in German. One might
wonder what is exactly the interplay between grammatichjesithood and the
preverbal position in marking topic, especially since inn@an it is possible to
move non-subjects to the prefield. If word order were thegieeifactor, why do
we not find solutions like (4) in place of (1n) in the corpus, isolutions where
the protagonist is moved to the preverbal position but isdinect object of the
sentence?

(4) und ihn schmei3t da  aufeinmal ein fetzen papier um
and him knocks there suddenly a piece paper over

‘and a piece of paper suddenly knocks him over’

Probably, the principle of alignment of the subject with tbpic (Keenan, 1976;
Beaver, 2004) plays a crucial role here, overruling agabfext alignment. Why
say something like (4) if one can do better by using a passimstouction? This

issue will be left aside in the rest of the paper, i.e. we vailktabout the mainte-
nance of a global topic (rather than a “global subject”) asag that the step from

3In some less recent syntactic analyses of German (e.g.sTrE984) it has been assumed that
unstressed object pronouns cannot appear in the prefielgauQtifferently, if an object pronoun
appears in the preverbal position it must be stressed aneftine associated with a contrastive inter-
pretation. This would explain the lack of sentences likar{4he Quest corpus. However, Meinunger
(2007) and Frey (2006), among others, have questioned ithat affering very natural sounding ex-
amples of objeces'it'—a pronoun that cannot be stressed at all in German—érpttefield position.
This raises the question what is the right context for suchesees (if the narrative context of the
kind we find in the Quest corpus is not) in which the passivestroiction would not be preferred
over object fronting. However, this question will not be Head in this paper.



topics to subjects can be explained independently.

2.2 Topicsand temporal structure

Our ultimate goal is a formal model that shows how properiethe grammar,
such as the rules for filling the prefield position in Germdfec speakers’ choices
at the level of global discourse planning, such as orgapitie discourse around
a single global aboutness topic. To be able to make a firstistapplying our
theoretical machinery to this complex problem, we will hawdook at strongly
simplified discourses, stripped of all the irrelevant catispecific complexities
that we find in the real examples from the corpus cited in thipus section.
We will therefore consider constructed German and Englisfimal pairs, given
in (5)—(6) and (7)—(8), respectively, presenting two awiin two main clauses,
either carried out by the same agent as in (5) and (7), or bydifferent agents,
(6) and (8), such that the other agent is not involved in ahgmtole in the same
action. The agents always appear as subjects and in thelpaépesition. Finally,
the present tense in these sentences is intended in the saseas it is used in
the Quest narratives—to report events “as if happening noe/"from a temporal
perspective point located in the time while the events apagress, the fictitious
nowof the observer (Rossdeutscher and Carroll, 2005). (Infastvill also switch
to the more familiar comprehension perspective at thistptmoking at sequences
of utterances as input and analysing their possible irtdgions. We will come
back to the relationship between comprehension and prioduict section 4.)

(5) a. Peter Uberquert die StralRe
Peter crosses the street
b. Er kauft eine Zeitung
He buys a newspaper

(6) a. Peter Uberquert die StralRe
Peter crosses the street

b. Max kauft eine Zeitung
Max buys a newspaper

(7) a. Peter crosses the street
b. He buys a newspaper

(8) a. Peter crosses the street
b. Max buys a newspaper

Thus the members of each minimal pair differ in whether orthetsubject of the
second sentence corefers with that of the firskhe central difference between

“Where the subjects corefer, the subject of the second sentemormally expressed by zero
in German Quest narratives such as (1). Whether we have tatdmull subjects or some kind of
conjunction reduction here, we will assume that in some tyitig representation those unexpressed
subjects are present as in (5) and (7).



the German and English examples, which we will claim is utiety responsible
for the global preferences in the structuring of narrata@gcerns their temporal
interpretation. The sequences with the same subject b@leiman (5) and in En-
glish (7) are most naturally interpreted as reports of e/eaturring in a sequence,
where the textual order of the sentences iconically refbet®rder of occurrence
of the events. In contrast, if the subject changes in Gerimariegmporal inference
is blocked, (6) is interpreted as a list of temporally urtedlaevents. Apparently,
the same contrast is not present in English, at least notetedime extent. The
temporal interpretation of (8) depends strongly on intmmat|f the sentences are
pronounced with expressed enumeration or list intonatog. @ rising nuclear ac-
cent with a subsequent high or slightly declining plate¢hs,interpretation is like
that in the German example (6)—a list of events without teralioferences. The
same holds iPeterandMaxin (8) are accented as constrastive topics. However, if
the sentences are pronounced with “neutral” intonati@n,the accentuation pat-
tern is consistent with broad sentence focus (the nuclesnaon the direct object
and no other meaningful accents) and the boundary tones tdsigrmal anything
special except that the two utterances belong togetherddinal rise on the first
and a final fall on the second utterance), then the tempaot@ipiretation is as in
(7): first Peter crosses the street and then Max buys the apespn the German
example (6) this interpretation seems dispreferred régssaf intonation.

A substantial part of this paper is concerned with modeliing difference be-
tween English and German. It will be shown that it is causea lgyammatical
difference—the preverbal postition in German can be andtéhaised for mark-
ing information-structural categories like topic, whiteEnglish it is reserved for
grammatical subjects. In the end we will argue that the meishas that establish
the dependency between these properties of the grammératahporal interpre-
tation in examples (5)—(8) lead ultimately to the differenéferences in narrative
structure discussed in section 2.1. Admittedly, the catgrdlustrated by examples
(5)—(8) are not very sharp. So far we have not been able tst #ltte differences in
a methodologically rigorous way. The task is complicatedlmumber of factors.
First, the difference between (5) and (6) in German is nawvbeh the temporal re-
lation feature being set in two different ways, but betwdanfeature being set to
sequential interpretation in (5) and being unspecified JnWhich is also compat-
ible with sequential interpretation. Second, the claim(&rin English is also not
that it necessarily receives a sequential interpretatbabthat both options exist,
sequential or unspecified, partly depending on intonatitimat is, one would ex-
pect a higher percentage of sequential interpretationith@erman if other factors
affecting the intepretation could be switched off. But oficze, last but not least,
one of the main problems is that those interfering factorsroabe switched off.
Considerations of plausibility seem to play a huge part tewheining the temporal
relation, which means that the type of events describedhwaddcisive influence
and judgements differ a lot from example to example. For Xaermples (5)—(8) we
got that all four of the German speakers we consulted estadia sequential re-
lation in (5), and simultaneity or no temporal relation in.(6imilarly, all the five
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English speakers we asked confirmed a sequential intetipreta (7), but only
two of the five also interpreted (8) as sequential, the rdkiviing the German
pattern. This seems to give some weak corroboration to aimg¢but the results
for other examples we tested were less clear. In other widrdgxamples (5)—(8)
can be taken to illustrate a hypothesis, but not an empigieaéralisation. Finding
a way to test this hypothesis remains a task for the futurgeitleeless, the greater
part of this paper is devoted to developing a theory thatiptethe hypothesised
pattern. The resulting theory will constitute the esséipiat of the explanation to
the cross-linguistic patterns in narrative planning dised in the previous section,
which are much better established by previous empiricalistu

3 Basic building blocks

3.1 TheQuaestio and the update mode

The differences in temporal interpretation discussed @tevious section are
standardly viewed as dependent on the choice of coherefat®mnebetween the
sentences. The interpretation as a sequence of eventsdhatdin (5) and (7) is
characteristic of such coherence relationdlagration andResult(Asher and Las-
carides, 2003). The interpretation as a temporally unordered list is ctiarastic

of the class of relations that Kehler (2002) cailsemblanceelations and which
includes e.gParallel and Contrast Resemblance relations are characterised in
terms of similarities and differences between the profstthey connect. Exam-
ple (6) is presumably an instance of tharallel relation. The two sentences share
a common template: someone does something (at a certaimtichcation), but
differ in terms of who does iRetervs. Max, and what he does, cross the street vs.
buy a newspaper.

Itis well known that linguistic devices that signal reseanue, or whose use is
restricted to resemblance relations in one way or anothsr,tdock the temporal
and causal inferences. The classical observation congayEing and is due to
Levin and Prince (1986): while the sentence without gapg8a) can be inter-
preted causally—Nan became downright anlgegcauseSue became upset—this
reading is not available in the version with gapping (9b).

(9) a. Sue became upset, and Nan became downright angry.
b. Sue became upset, and Nladownright angry.

Other known devices that produce a similar effect includetbe additive particle
alsoand contrastive topic accentuation (Hendriks, 2004). Eeration intonation
is presumably another such device that blocksNlaeration interpretation in the
English example (8), which is otherwise interpreted &agration by default® At

SAlias Occasion Cause-EffectKehler, 2002) SequencéMann and Thompson, 1988).
®In many German dialects there are distinct utterance/pHiaal rising intonation contours for
narrative sequences and atemporal lists (Gilles, 2005).



first glance, the German example (6) does not contain anyarsadf resemblance.
However, we will argue that it is the special role played by ftineverbal position

in German in marking information structure combined with fact that it is filled

by two disjoint entitiePeterandMaxin (6) that establishes a resemblance relation
between the sentences and blocks the interpretation asadivesequence.

To begin with, let’s set up our basic vocabulary for talkitgat intersentential
connections and discourse structure in general, so theaation concerning
the blocking effect of resemblance on temporal and caugaiences can be refor-
mulated in those terms.

Our first assumption will be that discourse generationdpritation has two
basic information update modes: the normal, non-iconicl e iconic update.
The iconic mode integrates information about reported ®vigmo the context (or
the common ground, or the speaker's/hearer’s belief state)nanner that mim-
icks the way in which we integrate information about evertsaily observed.

A crucial difference between update from direct experieacd the (normal,
non-iconic) update of communicated content in human conication is in the
way we treat ‘now'—theupdate tim¢ When we talk, time stops. That is, all
the references to ‘now’ within a single discourse typicalbint to the same entity
which is more abstract and more extended than the times wmidodl utterances,
and is usually assumed to comprise the whole discourse §peReyle et al., 2007,
pp. 607—609).

In contrast, when we perceive events as they are happehiegelationship
between the update time and the event time is much more difa&nts are not
marked for tense. Rather, every event happewg and we cannot directly observe
past or future events. That is, the moment when the infoonaif the event enters
our mind (the update time) is the only handle we get on theahewent time. In
this case it makes more sense to treat all update times a@sctigDtherwise, we
would not be able to store the observed events in the rightdeah order.

The iconic update mode treats the update time in the sameiwags if the
information were coming through direct experienakthoughit is in fact coming
by means of communication. Let us illustrate how this workshie explicit rep-
resentation of discourse content. The discourse repegganstructures (DRS) in
Figures 1 and 2 represent the content of the utterancedi@a), crosses the street
and (8b),Max buys a newspapgerespectively. For example, the DRS in Figure 1
states that there is an eventof Peter ) crossing the street]. In accordance with
a standard assumption in DRT (Kamp et al., 2005; Reyle e2@(07), the event is
included in its location timeé;—e; C t;—which reflects the “punctual” character
of events, in contrast to states which comrise their locdiioes, e.gt C s. In the
present case, thg C t; condition results from the combination of the intrinsic
aspect of the expressiamoss the streetan accomplishment) and the simple tense
form (in contrast to progressive). The condition= nowis contributed by the

"The update time corresponds to speech time in speech comationi, and to the observation
time in direct observation.
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semantics of the present terfs&his DRS, which represents the discourse context
by the time the second utterance (8b) is processed, is upddttethe DRS in Fig-
ure 2. The result of iconic update is shown in Figure 3. Thelalcontext DRS
“moves into the past” and becomesreemoryof a past perception, that is, i.e. it
is embedded under the &1 operator taking two arguments, the context DRS and
the temporal locatior| which represents the time when that ‘past’ was ‘present’.
Crucially, all occurrences afow (now; in Figure 3) in the original context DRS
are mapped t®, in the new top level DRS;t#, in turn precedes the new ‘now’ of
the top level DRSrfow,), as shown in Figure 4. Obviously, the addition of a new
event description to the discourse will pustw, into the past in a similar way, so
ultimately the order of event times will reflect the order ptiatel°

For comparison, the result of non-iconic update of the DRBigure 1 with
the DRS in Figure 2 is shown in Figure 5. This is an istance ektandard update
procedure in DRT. Both occurrencesraiwin this DRS refer to the same temporal
object. The events; ande, are both included in thisow, but their relative order
is not specified! This is an illustration of how non-iconic update does noegiv
rise to the temporal progession characteristic of nagatigcourse.

In narrative generation, iconic update makes the speatasls easier in the
sense that s/he does not have to employ any additional mefbodtanaging the

8We ignore all presuppositions here, including the one aasamtwith the definite descriptiche
street

®Technically speakingt; serves as an external anchor for the internal anoberof the DRS
under MeM. Within the framework of Kamp et al. (2005), &1(¢, ) introduces an attitude context
of, presumably, direct perception, whose agent may be thakgp, or some fictitious observer, the
DRS K represents the propositional content of that perceptidilew serves as the external anchor
for the anchonowinternal toK.

1%The present notion of iconic update will work in a most stréigrward way for present tense
narrations (historical or reportive present), but it indlgended to capture the temporal progression
in past tense narratives. In order to achieve this, the pasethas to be represented as the present
of some (fictitious) observer, whose observations takeeplathe past, along the same lines as this
is implemented in the MM operator. In this case it is the (past) belief state of theenles that
undergoes iconic update.

HAs Reyle et al. (2007) point out, the “normal” uses of the préstense (i.e. not historical,
not reportive) do not admit events in this way. On the one haralv’, as we said, is shared across
utterances and communication participants in normal conication, and in that sense it is extended.
On the other hand, it behaves like a single instant, as ifodise had no duration within which
events could occur. The normal uses of present tense arisgti for referring to states that begin
before the discourse begins and end after the discoursewhilis reference to changes in the world
that occur while discourse proceeds seem to require sptee&ment. However, this is a (partly)
independent issue. The proposal presented here shoulé moisinderstood in the sense that non-
iconic update implies a “normal” use of the present tenséhigh it is perhaps generally true that,
for instance, historical present is a narrative tense, fieigertheless also possible in non-narrative
sequences (perhaps embedded in narratives), as the eXxaegtgdeshows. Especially if uttered with
a contrastive topic/focus intonation, the conjoined atauare related by resemblance in the sense
of Kehler (2002) and the discourse does not imply a commitrteeany temporal order of the two
coronations.

@) In 1066, William the Conqueror is crowned King of Englamehd Magnus Il is crowned King
of Norway.
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e, t1,p,x ez, ta, m,y
happerte: ) happertez)
e1 : Crosgp, r) e : buy(m, y)
streetx) newspape(y)
e; €t =now es C to = now
Figure 1: The DRS for (8a). Figure 2: The DRS for (8b).
€2, 11, ta, M,y e1,e,th,t1,te, p,m, z,y
e, ti,p, @ happerte; )
happerte; ) €1 : Crosgp, )
MEM(¢}, | e1 : crosgp,z) |) streefx)
streetx) e1 Cty =t
e; C t; = now ) < now,
happeries) happertes)
es : buy(m, y) ez : buy(m, y)
newspape(y) newspapefy)
s C o = NOWy ez C tp = NOW,
Figure 3: Iconic update. Figure 4: Iconic update: The canten

of MEM unpacked.

e1,€e2,t1,12,p, M, T,y
happerte:)

€1 : Crosgp, x)
stree{z)

e; €t = now
happertes)

e : buy(m, y)
newspape(y )

es C tg = NOW

Figure 5: Non-iconic update.
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temporal structure of discourse except producing the elesdriptions in the same
order and in the same way the knowledge of those events hasabgaired. Fol-
lowing a widely accepted line of thought, we will assume thate is a pragmatic
principle that expresses a preference for iconic updataeviiech update is pos-
sible!? In the OT system to be developed in this paper this is expielsgean
ICONICITY constraint:

(10) IcoNicITY: The update mode is iconic.

As will become clear, this constraint expresses a ratherémked default which
is easily overridden by other semantic and pragmatic piesi

Our second main assumption concerns the topic structurésobutse. The
‘discourse topic’ is understood as a (often implicit) qi@sthat the discourse an-
swers, or theguaestio(Klein and von Stutterheim, 1987, 1992; von Stutterheim
and Klein, 1989). Smaller discourse segments, such asraptegy as well as in-
dividual sentences also have questions as discourse .topissourse topics as
guestions play a special role in resemblance relationg shmey provide the tem-
plates according to which the states of affairs are comparée variables of the
guestions (roughly, thesh-words) correspond to the points of difference, whereas
the rest of the question expresses the common part. For éxati@ sentences in
(6) can be analysed as addressing the questibo does what (at location at
timeT)?

As several studies have shown (Biring, 2003; JasinskajaZaevat, 2008),
it is often useful to distinguish discourse topics accaydio the number of vari-
ables in the topic question: single vs. multiple variablesiions. For example,
single variable questions includeh-questions with a singlevh-word, e.g.What
happened?Who is the murderer?or simpleyes/nequestions, e.dwill the hero
win the battle?Prototypical multiple variable questions are questiorth wiultiple
whwords: What happened to whom®ho ate what?Who gave what to whom?
etc. There is a relationship between the question type andptate mode which
accounts for the atemporal character of resemblanceaesatithe iconic update
mode is only compatible with single variable questions almwents, i.e.:What
happens/ed?What happens/ed to?, What does/did: do?, etc. This can be ex-
pressed as an OT constraint:

(11) IcoN-Tor: If the update mode is iconic, the discourse topic is a single
variable question about events, suchdsat happens/ed®hat happens/ed
to z?, What does/did: do?, etc.

This, in turn, is a strong, highly ranked constraint, cetastronger thandonNic-

ITY. This means that iconic interpretations are preferred ibihe discourse topic
is of a kind listed in (11). Otherwise, iconic update is imgbte, which does
not automatically mean that the sequence of sentences tcpresent events in

12Cf. the Gricean ‘be orderly’, or thBlarration default in Segmented Discourse Representation
Theory (Lascarides and Asher, 1993).
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chronological order, but the temporal structure of thausege has to be managed
by other means, e.g. by explicit temporal adverbials tiien

If our assumption that (6) addresses the questito does what® correct,
then it is clear why it is interpreted as a list of temporalhlyelated events, namely
because the double variable question excludes the pdtysdiiiconic update, the
non-iconic update does not establish any constraints otethporal order of the
events, and the sentences do not contain any linguistic sneach as the adverbial
dann‘then’, that would explicitly relate the events in time. Theestion that re-
mains is why (6) should address the to@ito does whatand not, let’s sayyWhat
happens?This question will be taken up in the following sections.

On the other hand, normal update can go with any kind of quesitncluding
single variable questions about events. For instance, eraiion intonation can
be seen as a conventional marker dfist relation, which in turn requires non-
iconic update. Thus (8) with enumeration intonation cowdéWhat happensas
a discourse topic, but the default preference for iconicatgdapplied otherwise)
is overriden here by an explicit linguistic signal, so theming interpretation is a
temporally unordered list of events.

3.2 Aboutnesstopic and contrastive topic

In order to be able to explain the special role played by tlegrbal position in
German in relation to information structure and the dissedopic, we should first
spell out our assumptions concerning the relationship éetwhe three notions
of topic: discourse topic, aboutness topic and contrastipee. Discourse topics
were defined in the previous section as questions, or sentemplates—sentences
where certain constituent have been replaced by variablesvords).

We will adopt a widely accepted notion of aboutness topippsed by Rein-
hart (1981). According to this view, the aboutness topic séatence is the entity
the sentence is about. Though the ‘aboutness’ relatiorutidgrlies this notion is,
in a way, primitive, in the sense that it is difficult to defingieely in terms of other
notions of semantics and pragmatics, it does impose cerbaisiraints on what an
aboutness topic could be. For instance, an aboutness tmydit @anly be something
that, using the file card methaphore, could serve as an aldfesfile card that
stores inormation about that entity. This is usually takemtean that aboutness
topics must denote specific referents. That is, the besttabss topics are defi-
nites. A specific indefinite can be an aboutness topic, or eewsally quantified
DP, e.g. every student, if it is taken to refer to the entieo$estudents. Another
constraint inspired by Reinhart that we will adopt estddassthe relationship be-
tween the aboutness topic and the discourse topic, or trestjoa

(12) The aboutness topic is specified in the quaestio.

That is, the aboutness topic has to be part of the templatexpaesses what is
common between the sentences connected by the quaesticaramat correspond
to one of the question variables. THestercan be an aboutness topic if the quaes-
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tio of the sentence i8Vhat does Peter do®@r What happens to Peterbut not
if the quaestio isWho crosses the streetd What happens?This also implies
that sentences that address questionswWikeat happens/ed®ill normally lack an
aboutness topic.

Specification in the quaestio is a necessary but not a suificiendition for
aboutness topics. Non-topical entities can also be spedifiehe quaestio. A
good example are temporal and spatial frames, which rafitem oonstitute part
of the topic question, e.gihat did Peter do there and thenBut are less often
the actual target of the messdde.A sufficient condition for aboutness topics
could be expressed at the level of the quaestio by making ltbetaess rela-
tion part of the question, e.§Vhat about Peter?2-a question that only specifies
the aboutness topic and asks for any sort of information ewricg Peter  But
the question can also be more specific. If questions are septed as formu-
las under &-operator in the formal language of Groenendijk and StoKhe97),
7z[about Peter, buy(Peter, 2))] would express a questidNhat did Peter buy®x-
plicitly marking Peteras an aboutness topic, or in other woWtlkat about Peter?
What did he buy?(The explicit representation of the aboutness relationhi t
guestion will be suppressed most of the time, unless indisgiae.)

Finally, the notion of contrastive topic to be used in thiggris perhaps
broader than most commonly accepted definitions, but it semgally inspired
by the idea depeloped by Biring (2003). Somewhat simpifycontrastive topics
are licensed whenever a double (or multipi)}-question likeWho ate what?s
under discussion and is split into a series of single vagiablbquestions. There
are always two ways to address a double questionvike ate what?you can go
by people, or you can go by food. In the first case, the doubéstipn\Who ate
what?is split up into a series of single variable questions WKkat did John eat?
What did Bill eat? etc., where thevhovariable is instantiated by different persons
from the relevant domain. In the second case, the doubldiqnes split up into
subquestion®Vho ate the beansYho ate the carrots?tc. According to Biring
(2003), the choice between these two strategies determihigh constituent is
marked as contrastive topic and which one as focus: coiveasipic is the vari-
able that is instantiated in the subquestion, i.e. peoplerwiou go by people, and
food when you go by food; the focused constituent correspomthewh-variable
in the subquestion.

Since contrastive topics are instantiated in the local sfimeddressed by the
sentence, they are eligible as aboutness topics accoalthg triterion mentioned
above, cf. (12). That is, a contrastive topic can be an alesstiopic, though it
does not have to. Conversely, an aboutness topic is a ctiver&spic whenever
the aboutness topic shifts. This is a crucial observatia tiie present account
will be built upon, so let us spend some time substantiatimgdiaim.

13Some tend to regard the temporal and spatial location asaowhenever it (implicitly) func-
tions as a restriction on questions about events\likeat did Peter do (there and then)Por the
purposes of the present account it does not make any differe@hether to make this stronger as-
sumption or not.
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SupposePeteris the aboutness topic of (13a) aMthx is the aboutness topic
of (13b). Then the quaestio for (13a) must contRater, e.g. What does Peter
do? (14a), and the quaestio for (13b) must contMax, e.g. What does Max
do?(14b).

(13) a. Peter crosses the street
b. Max buys a newspaper

(14) a. What does Peter do?e[AgentPeter, ¢) A happerfe)]
b. What does Max do?e[AgentMax, e) A happere)]

If (13a) and (13b) are to form a discourse unit, there shoeldab overarching
guaestio that the sentences jointly answer, or put diffgreheir respective queas-
tiones (14a) and (14b) should formstrategyaddressing the overarching quaes-
tio. What could such an overarching question be for (14a) (448)? Follow-
ing Roberts (1996), conditions on possible strategies @mlated in terms of
Groenendijk and Stokhof’s notion of question entailmiente.g. Groenendijk and
Stokhof, 1997). An ideal strategy must be both effective ecahomical (15). A
series of question%y, ..., 7v,, is an effective strategy of addressing questign
if 741, ..., 71, entails?y, i.e. the sum of complete answers to eachof, ..., 7,
gives a complete answer t@ (15a). The strategy is economical’if entails each
of 741, ..., 71, that is if we know the complete answer ¢ we also know the
complete answer to each of the subquestions, ..., 7¢,,, or in other words, the
subquestions do not ask for more information th@mdoes.

(15) Conditions on strategies:

a. EFFECTIVE STRATEGY:
A series of subquestior®), ..., 74, is an effective strategy of addressing
question? iff the sum of complete answers to each’af, ..., 7¢,, gives
a complete answer t), or 71, ..., 71, E7.

b. ECONOMIC STRATEGY:
A series of subquestiors)q, ..., 71, is an economic strategy of
addressing questiohy iff the sum of complete answers to each of
1, ..., 71, does not give more information than a complete answer to

7, or for each of?v); € {71, ..., 7, }, T ET4Y;.

According to these conditions, the questioffhat does Peter do@4a) and
What does Max do?14b) form an optimal strategy for answering the question
Who (of Peter and Max) does wha{®6)—a double variable question, where in
addition to the event variable ranging over the possible actions (inherited from
both subquestions), the respective aboutness t&gityandMax are replaced by
another variable:, whose domain is restricted to the set of Peter and Max.

(16) Who does what?’z, e[z € {Peter, Max} A Agen{z, e) A happerte)]

Thus the resulting discourse topic structure consists afudblé variable ques-
tion split up into two single variable subquestions—thefiguration that licenses
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contrastive topics in Biring’s theory. Moreover, the dness topicdeterand
Max are specified in the subquestions, but correspond to a \@iialthe overar-
ching question, therefore they are the contrastive todicshort, the aboutness-
topichood guarantees that the respective terms are sjdoifige most local quaes-
tio, while the aboutness topghift ensures that those terms are replaced by a vari-
able at the next level of discourse topic structure, so tisaifing aboutness topic
automatically fulfills the conditions for contrastive topi

The above reasoning is based on the assumption that theidiedopics of (13a)
and (13b) aré&Vhat does Peter do&ndWhat does Max dq7?espectively, and that
the double question is the only option for the overarchingcaoOf course, there
are a few alternative construals of the discourse topic18y, (but it can be shown
that they are less optimal for various reasons. First, oghnwonder if the ques-
tion What happens?or What do Peter and Max do®ould make equally good
overarching topics folWhat does Peter do&nd What does Max do™However,
this is not so. The questiowhat happens®17a) is broader, i.e. asking for more
information than the conjunction &Vhat does Peter do&ndWhat does Max do?
does—answering these two questions does not give a congpisteer to théVhat
happens?juestion, so the strategy is not effective. The quedtitnat do Peter and
Max do?is ambiguous (the same kind of ambiguity as the one discuss#&difka,
2001). On one reading, it is asking for a specification of &v@nwhich both Peter
and Max are involved as agents (17b), that is the questioratgréakes scope over
the conjunction. This reading is weaker than the conjunabitthe questionsVhat
does Peter doandWhat does Max doFor example, the difference between the
possibilities where Peter (only) crosses the street and(btax) buys a newspaper
and where neither one does anything does not matter to teitiqn, because in
both cases there is no event in whiotth Peter and Max are involved. However,
this difference matters if we ask about Peter and Max ind&ily. Knowing the
answer toWhat does Peter do&nd What does Max dove also know the an-
swer to (17b), but not vice versa. Thus the strategy is effiddat not economical.
The other reading of the questidfithat do Peter and Max doi® simply a con-
junction of the questiongvhat does Peter do2ndWhat does Max dofl7c), i.e.
the conjunction takes scope over the question operatoro@se, in this case the
strategy is both efficient and economical, but (17c¢) is eajaivt to the double vari-
able question (16), so in all relevant respects & double variable question which
can license contrastive topics, and all the above reasauingerning the relation-

ship between shifting aboutness topics and contrastivegepplies equally to this
caset

Y¥Adding appropriate domain restrictions to a question \ibat happens®2ould perhaps also
narrow it down to (16). However, as soon as it is equivaler{iL) it is a double variable question
by the same reasoning and can also license contrastivestopic
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(17) a. What happens?’e[happerie)]
b. What do Peter and Max do@):
Te[happerie) A AgentPeter,e) A AgenfMax e)]
c. What do Peter and Max do(2):
7e[AgentPeter e) A happerie)]A7e[AgentMax, e) A happerte)]

One could also question our assumption that the senten8a¥gfd (13b) ad-
dress the topicgvhat does Peter dofd4a) andWVhat does Max do@4b). Indeed,
there is a whole range of questions abBeterandMaxthat (13a) and (13b) could
answer, e.gWhat does Peter crossWhere does Peter go®oes Peter cross the
street? etc., as well a¥Vhat does Max buyPDoes Max buy anythingetc. Even
if we assume that (13a) and (13b) have an unmarked accemtyasditern with a
nuclear accent on the direct object and a strong versionafsf@rojection rules
such as Selkirk (1995), which would dramatically restriw set of possible infor-
mation structures of the sentences and the set of possiblguEnt questions, it
would still allow at least for the topic#/hat does Peter crosg28a) and/Vhat does
Max buy?(18b).

(18) a. What does Peter cross?
?zJe[crosge) A AgentPeter e) A Theméz, e) A happerie)]
b. What does Max buy?
7zJelbuy(e) A AgenfMax, e) A Theméz, e) A happerie)]

Suppose these are the quaestiones behind (13a) and (13h).céhd their over-
arching quaestio be? Obviously, (16) is not good in this, ioéeause (18a)—(18b)
is not an effective strategy of addressing (16). If we knaw,ifistance, what Max
bought, we do not necessarily know if he did anything elsédeelsying things,
so it is unknown what he did in general. But obviously, (19he-straightforward
conjunction of the questions (18a) and (18b)—gives rise dtrategy that is both
effective and economical by definition.

(19) What does Peter cross and what does Max buy?
?zJelcrosge) A AgentPeter e) A Theméz, e) A happerie)]A
?z3elbuy(e) A AgentMax, e) A Theméz, e) A happerie)]

According to the constraints formulated so far there is imgttwrong with
(19). However, there is one consideration that motivategfepence for questions
like (16) over those like (19). Questions like (16) agressibleby a single in-
terrogative sentence, and define a single focus-backgnpartition for a sentence,
which makes it possible for them to be answered by a singleesea (as well
as by a series of more than one sentences). Questions likegh%nly be an-
swered by a series of sentences, and should one try to give-aamtence answer
to such a question, its partition into focus and backgroundld/be undefined. In
other words, natural language is optimised for expressustipns like (16), they
are easier to keep track of by means of information-strattonarking when the
guestions are implicit, which might be a reason why they amegally preferred
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as quaestio at all levels of discourse topic structure. Wilisoe captured by the
following constraint:

(20) EXPRESSIBILITY.
The discourse topic (quaestio) is expressible, i.e. it dsfansingle
focus-background patrtition for a congruent one-sentenseer.

This constraint is certainly violable. Occasionally we davé to deal with
strategies comprising sets of questions that cannot betditany general formal
scheme. A tax form is a case in point, which can be seen as arugign of
guestions likewWhat is your incomeand How many dependents do you have?
which are related by the nature and function of tax forms,rmitby any formal
pattern. However, in order to justify an implicit strateditliis sort in discourse it
should be activated in conjunction with some salient séer{auch as filling out a
tax form), and since no such scenario appears prominen8)ntfiere is no reason
to assume one, and a formally-motivated strategy is peerr

In sum, the trade-off between strategic effectivenessna@og, and express-
ibility of topic questions establishes a preference forabestrual of the discourse
topic aswho does what2Vhat does Peter de¥hat does Max dofor (13) on the
assumption thalPeterandMax are the aboutness topics of (13a) and (13b). More
generally, this is an illustration for the claim that wheaethe aboutness topic
shifts between sentenceésandz, it provides an additional question variable that
ranges between the two instantiations of the aboutness, tepithe overarching
guestion that connectsandy is always a multiple variable question. The shifting
aboutness topic corresponds to a variable in that quedtigns instantiated in the
respective single variable subquestionsg@nd+, which implies that the shifting
aboutness topic is a contrastive topic.

Linguistic literature contains observations that speah lbar and against view-
ing shifting aboutness topics as contrastive topics. Ortbefoints in favour is
that linguistic marking patterns for aboutness topic staffemble those for con-
trastive topics and are distinct from the linguistic expres of continuing about-
ness topics. Both shifting aboutness topics and conteastipics tend to be ac-
cented, fronted, expressed by accented or strong prondymsrjominalised), or
otherwise phonologicaly heavy (cf. Frascarelli and Hindézl, 2007). In contrast,
continuing aboutness topics tend to be unaccented, emgrdgsweak pronouns
or zeroes, tend to cliticise and more generally occupy syictaositions reserved
for light material. Most linguistic expressions that figuinethe literature as tests
for aboutness topics, such as for Xandas far as X is concernedre reserved for
shifted aboutness topics (Reinhart, 1981) and appeareziaiiglly, i.e. in typical
contrastive topic positions.

On the other hand, there are arguments for keeping theseatioma apart. For
example, Frey (2004) points out that only contrastive ®pictivate a set of alter-
natives and give rise to an implicature that those altereatilo not hold. However,
it is well-known that implicatures of this sort—exhaustwimplicatures—depend
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very much on how specific the information on the intended dorofalternatives
is. For example, it is easy to see (22) as an exhaustive artew@ia)—Mary
painted the fence blue and no other colour—because theiguestkes it very
clear that the alternative set is the set of colours. In eshtithe exhaustivity in
(22) as an answer to (21b) is by far less obvious. It is cdytaiat the only event
altogether that happened. It could be seen as the only dvatrhappened among
a certain domain of relevant events, but the question doegive us any further
information on what those relevant events are. In generaiwill adopt the view
that exhaustivization takes place always by default aswdtresgeneral pragmatic
processes (Schulz and van Rooij, 2006), but under certaiditbons it may not
lead to any visible effects. The indeterminacy of the rai¢dmmain is one of such
conditions!®

(21) a. What colour did Mary paint the fence?
b. What happened?

(22) Mary painted the fence blue.

The lack of exhaustivity effects with plain, “non-contiigst shifted aboutness
topics could be due to the same reason. Compare Reinhaarapde (23) of a
shifted aboutness topic marked by tag for construction, and a version of the
same sentence (24) with a constrastive topic acceffetrand a focus accent on
Rosa Whereas (24) can be taken to imply that other guys invitberogirls, and
not Rosa, to dance with them, there is no such implicatior28) (f it is uttered
with “neutral” intonation.

(23) As for Felix, he invited Rosa to dance with him.
(24) FeLix invited RosAto dance with him.

This can be explained if we assume that the intonationatpattf (24) projects
a Who invited whom to dance with themd®&course topic, split up by the first
wh-variable ranging over guys (present at a particular paatghg the lines of
Buring (2003): Who did Felix invite? Who did John invite?etc. Whoever John
invited to dance must include some other girl, while the estige interpretation
of that answer implies that fanly invited that girl, and not Rosa. These inferences
are possible because the question, as indicated by thenafion structure of the

5Formally this could work out as follows: a question Iého P2with an underspecified domain
of who could be seen as a “disjunction” of questioto of{a, b, c} P?, Who of{a, b} P?, Who
of {a, c} P?, ...,Who of{a} P?, so an exhaustive answer to such a question would be a digjnnc
of the exhaustive answers to the respective questions,[€.G:) A =P (b) A =P(c)] V [P(a) A
—P()]V [P(a) AN=P(c)] V... V P(a). If we allow for singleton domains lik¢a}, the exhaustive
interpretation ofP(a) with respect to this domain does not exclude any altermative since there
are none, i.e. the exhaustive interpretation is equivatetite non-exhaustive one, and wheia)
appears as one of the disjuncts, it makes the whole dispmetjuivalent taP(a). Even if we forbid
singleton domains by some general principle, the disjonaif exhaustive answers would amount to
P(a) and there is some individual that does not have propBrbyt it is unknown which one. This
is a bit stronger than the plain non-exhaustive answévho P?7 but not that much stronger.
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sentence—the background relation that we get by abstgaotiar the contrastive
constituents—gives us enough information to form reasieraternatives sets: the
possible inviters and invitees on a particular dancing sicca

In contrast, (23) is in the worst case just an answenhat about Felixjues-
tion. Assuming thaas for X conventionally indicates thaX is a new aboutness
topic, it signals that the present sentence addresses @stiapuwWhat aboutX ?,
and since this is aewaboutness topic, it also presupposes that the quedlivat
aboutY?, whereX =# Y, has been, or will be, addressed in the same discourse.
The overarching double-variable discourse topic is in taeWhat about whom?
or What about what?f the intonational pattern of the sentence does not support
a more specific background relation, the alternative pie€e@gormation aboutX
andY that constitute possible answers can be more or less agytiipplying
the same reasoning as in the case of (24), (23) would be epaxisuggest that
something else has been or can be said about someone éfssayd? aboutY’,
and exhaustivization results in the inference tRat the only relevant thing that
can be said aboit in the given context, so in particular, the information tRatix
invited Rosa to dance with him (an alternativeltpis not aboufy”. First of all, this
is a much weaker implicature than in (24). It will normally tbee for any referent
not mentioned in the sentence, éPgter, simply because the information that Felix
invited Rosa to dance with him is not about Peter. It could @i Rosa though.
If Y = Rosa the exhaustive interpretation abou{Rosa P) with respect to the
What about Rosaguestion would imply that only°?, and not that Felix invited
her to dance with him, can be relevantly said about Rosa igitles context. But
what is relevant about Rosa is strongly underdetermineif tise hearer allows for
the possibility that this information is not relevant ab&asa (while it is relevant
about Felix), the exhaustivization does not lead to anypldseffect, just like in the
case of (21b)—(22).

Moreover, aboutness topics tend to persist in discoursat i$h(23) could be
the first sentence of a whole paragraph about Felix. In theg das not just the
information that Felix invited Rosa to dance with him, bud ttontent of the whole
paragraph that provides an alternativeltpso the sentence (23) by itself does not
even provide the full parameters for exhaustivization. Wie hearer has reasons
to expect that the talk about Felix will go on, he or she migntporarily suspend
exhaustivization until the end of the paragraph.

In sum, shifted aboutness topics are subject to exhausiviz inferences to
the same extent as contrastive topics are, but those icfesenill often lead to
very weak or no effect, or apply to larger text passages thsirthie sentence that
expresses the aboutness topic, so the usual effects cammobisbrved at the sen-
tence level. In other words, considerations of exhaugtid not prevent us from
viewing shifted aboutness topics as a special case of ctingdopics.

The fact that aboutness topic shift leads to establishingulipte variable
guaestio in the same way as contrastive topics do, hasdahirey consequences
due to the interaction of the quaestio with the update modeassdescribed in
section 3.1. ThedoN-Top principle (11) says that the iconic update mode is only
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possible if the quaestio is a single variable question abweihts, whereas double
variable questions are incompatible with it. Thus aboignepic shift switches off
iconic update. Coming back to the contrast between the Geand the English
examples (25) vs. (26), the lack of temporal inferences %) ¢duld be explained,
if PeterandMax were indeed preferentially interpreted as aboutnessgopiben
the aboutness topic shift froReterto Maxwould lead to non-iconic update, which
does not establish any temporal relationship between theribed events. At the
same time, if one could show that English does not force usterpretPeter
andMax as aboutness topics, it would be possible to analyse (2@h)j24b) as
sentences without an aboutness topic altogether, in wiaist they could address
single variable questions lik&hat happensWhich are compatible with iconic up-
date. The following section will take the first basic stepetativate this difference
between German and English by the difference in the funatiotne preverbal
position in these two languages with regard to topic marking

(25) a. Peter Uberquert die Stral3e
Peter crosses the street

b. Max kauft eine Zeitung
Max buys a newspaper

(26) a. Peter crosses the street
b. Max buys a newspaper

3.3 Aboutnesstopic and word order

Why shouldPeterandMaxbe preferentially interpreted as aboutness topics in (25)?
The most straight-forward way of capturing this would be hbgudating that the
preverbal position in German main clauses, orglefield is a kind of topic posi-
tion, in the sense that the constituent in that position deustood as (aboutness)
topic, unless signalled otherwise. The/V constraint in (27) implements this
idea:

(27) Topr-V: The preverbal constituent is a topic.

Obviously, this should be a relatively weak constraint. @&oriional means sig-
nalling directly or indirectly that the preverbal consétu is not topical, such as
focal accent, or focus sensitive particleglpst Maxeven Max’), or indicators of
non-specificity kein Madchen'no girl’; wer ‘who’), as well as expressions that by
their nature are immune to categories of information stnec{sentence adverbials
like leider ‘unfortunately’), should be able to overrideoP-V.

Since the German prefield must contain exactly one constitargd cannot be
empty, the application of this constraint creates a prefarefor sentences with
topics over those without (in the spirit of von StutterheindaCarroll (2005) and
their explanation of the language-specific global choicesadrrative planning).
The crucial point of our proposal is thabP-V should be ranked abovebNiCITY
in German:
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(28) German:
TopP-V > ICONICITY

IcoNicITy favours iconic over non-iconic update, and therefore wagainst
double-variable quaestio due todN-TOP. In cases like (25) this implies a prefer-
ence for aVhat happens@uaestio and thereby a construal without a topic (because
if these sentences had aboutness topics they would havevéodistinct topics
which would lead to an additional variable in the quaestid be incompatible
with iconic update). Obviously, in Germarop-V wins from ICONICITY, (25) is
interpreted as having contrastive aboutness topics, tatepnode is non-iconic,
and the temporal order of the events remains unspecified.

In contrast, the preverbal position in an English declaeagentence is re-
served, by and large, for the grammatical subjectH$V), while the categories
of information structure do not play such a prominent roldilimg this position
as they do in German. This means that either tb@-V constraint does not exist
in English at all, or it is ranked so low that it is made praafic inoperative by the
whole host of constraints ranked above it. For our purpasisseissential that in
contrast to German,dp-V is ranked below ¢onNICITY in English:

(29) English:
ICONICITY > ... > ToP-V

This is what accounts for the difference between (25) and. (Znce there
is no pressure to interpréeterand Max in (26) as aboutness topics in English,
the topicless construal with\What happensguaestio which makes iconic update
possible is preferred by the bNICITY constraint. The temporal order of the events
is therefore understood to match the textual order of thieegsens.

The status of the @P-V constraint, however, is not entirely unproblematic.
It would be more appealing to derive the effects aPrV from a more gen-
eral syntactic theory of the German prefield. However, theddrd view on the
matter among syntacticians (Fanselow, 2002; Frey, 20043 dot seem to sup-
port TOP-V. It is assumed that the prefield can be filled either by disstnanti-
cally/pragmatically meaningful-movement (frontingvh-constituents, contrastive
topics or focal constituents); or by semantically emptyrfiial” movement, which
takes whatever constituent happens to be highest in thderfiedtt (positions be-
tween the finite verb and the clause-final non-finite lexiabvform or a verbal
particle, if available) and puts it in the prefield positiomhe result of the latter
obviously depends on the structure of the middle field. Adicay to Frey (2004),
the highest position in the German middle field is a base ipasfor aboutness
topics, followed by sentence adverbialsider, wahrscheinlichy, followed by the
subject, followed by frame adverbials (e.g. the refereimoe tann), followed by
other constituents of the sentence. Since aboutness tmgi¢gghest in the middle
field, they are given priority as prefield candidates overd#st (except for the trig-
gers of A-movement). Thus topichood plays a role in filling the prefigbsition
in two ways. A constituent can move to the prefield directly bynovement if
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it is a contrastive topic; and it can end up in the prefield bynfa movement via
the aboutness topic position, if it is an aboutness topicvi@isly, if it is both an
aboutness topic and contrastive, both movement optionavaitable!® In sum,
if some consituent of the sentence is a topic of one or ther dtimel it is very
likely to end up in the prefield. Only few factors can inteefeawh-element or a
focal constituent can get there first, but those are recagtezby their form and
accentuation and would fall under the rule of principlepogsible for overriding
ToPr-V in the presence of explicit marking (cf. above). Howevéml sentence
has no topic, then other, non-topical constituents will mtiy the prefield. Thus
the theory predicts that either the constituent in the pdeefgea topic (contrastive
or aboutness, disregarding marked exceptions), or thessmhas no topic. This
theory implies no preference for the first option, so it ig just strong enough to
replace DP-V.17

Admittedly, without a deeper syntactic underpinningpFV retains its stipu-
lative flavour. Note that the required motivation must betagtic, or more gen-
erally, grammatical, i.e. sensitive to language-spec#atudres, otherwise the con-
trast between German and English that the relative rankinfae-V accounts
for cannot be explained. Another possible way to go wouldd#&dat Top-V
as a purely interpretational preference, which operatggaduction at the level
of self-monitoring, while the standard syntactic picturegented above (or some
translation of that into OT) describes the production gramnin the framework
developed by Zeevat (2009), during interpretation the ickatel meanings are pre-
filtered by an associative process based on statistica¢tenes before the produc-
tion grammar selects the final winner by reproducing thetinpierance. ©p-V
could be a reflection of such a statistical tendency (andribtia real constraint in
the grammar). We made a preliminary count on the basis of éisces quasi-
randomly selected from the German original texts of the @swman-English-

181f a sentence has both a continuing aboutness topic andiaadisontrastive topic, it seems that
the contrastive topic is normally the preferred candidatetie prefield.

"This touches upon an interesting and rather fundamenta.isehe V2 property of the present
stage of German syntax has developed from an earlier stagieahiopicless sentence would exhibit
the V1 order, whereas the aboutness topic would appearebtferfinite verb in sentences that do
have an aboutness topic, thus giving rise to a V2 structunetékholzl and Petrova, 2010). This is
the case in Old High German, where obviously it makes muctersense to talk about the preverbal
position as a topic position. Hinterholzl and Petrova (QMdrgue that as V2 generalises and becomes
obligatory, the topic function of the preverbal positiorutralises. Indeed, this kind of neutralisation
frequently accompanies grammaticalisation processes.

However, if the topic function of the preverbal position weompletely neutralised we would not
find a preference for a global aboutness topic in V2 languaBesher, it looks as if we have to do
with two alternative ways of resolving the same conflict begw constraints. The speaker is faced
with the situation where she must put a constituent befoeevédtb (the new V2 requirement) and
that constituent must be the aboutness topic (the old topiction of the preverbal position), but the
sentence as planned so far does not have an aboutness togiova to deal with it is to weaken
the topic function requirement. The other way is to avoiddpi@ng topicless sentences and plan the
discourse in such a way that, as far as possible, every sEntexs an aboutness topic. It appears
that the present state of the German grammar and usage idteofesome sort of trade-off between
these two strategies.
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Norwegian Parallel Corpus of literary prose. In about 85%hef sentences, the
prefield constituent was a topic—either continuing, cative, or a shifted about-
ness topic. In other words, it makes sense to talk about ac‘tups” associated
with the preverbal position in German even if it cannot besidered a topic posi-
tion categorically.

3.4 Does aspect marking matter?

The general layout of the theory that should explain thesdiffices in temporal
intepretation between English and German discussed iiloBe2i2 is now com-
plete. However, before proceeding to the matters of formadielling one more
issue deserves some discussion. Aspect is another typalgmrameter in which
German and English differ. The English grammar requires ldigatory mark-
ing of aspect. The progressive form (30a) indicates thaetemtualitys of Peter
crossing the street is “viewed from within”, it is presenteddextended in time and
subsumes its temporal locatioh:C s. The simple form presents eventualities as
“punctual” or “completed’events and included in their temporal location:C ¢,

cf. (30b). In contrast, aspect marking is not obligatory &r@an, so the sentence
Peteruiberquert die Stral3es in fact ambiguous between the “progressive” and the
“simple” interpretation and can be used both in contextsret{@0a) and where
(30b) is appropriate.

(30) a. Peteris crossing the street.
b. Peter crosses the street.

One might wonder whether this typological difference betwé&erman and
English might provide an alternative, and perhaps a singxXglanation to the same
phenomenon. In early formal theories of tense and aspebtasuklinrichs (1986),
the temporal progression characteristic of the narratiae generally attributed to
events in the narrow sense, i.e. “punctual” eventualites, thus made ultimately
part of the semantics of tense/aspect morphology. Thudnif@esaspectual form
would not only relate the event to its location timédut also to a reference time
r < t, which would be resolved anaphorically to the location tiofighe event
mentioned previously in discourd®.This would predict the relation of temporal
succession between the events described in (31), just ds asuwith coreferential
subjects, cf. (7§°

(31) a. Peter crosses the street
b. Max buys a newspaper

States, including progressive “states”, do not “push threatise forward” in

18This wording is more faithful to the version in Kamp and Refl893) than to Hinrichs (1986),
but the crucial idea is the same.

9The original theories were developed for past progressidesimple in English, as well as for
the Frenchpassé simplandimparfait, but the essential aspects can be applied to present forms as
well.
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those theories, in the sense that the location tignaf the second state equals the
reference time which is again resolved to the timie of the previously mentioned
state. So Peter crossing the street is predicted to overlameé with Max buying

a newspaper.

(32) a. Peter is crossing the street
b. Max is buying a newspaper

If the German example (33) is understood as ambiguous bet@&e and
(32)—or in fact between all possible combinations of (31&) é31b) with (32a)
and (32b)—then the temporal relation between the evetiksin (33) is either
overlap {1 = t2, t1 C s1, t2 C s9, hences; overlapsss) or precedencet{ < to,
e1 C t1, ea C tg, hencee; < es), which comes close to saying that the temporal
relation is not specified? as was our original observation in section 2.2.

(33) a. Peter Uberquert die StralRe
Peter crosses the street

b. Max kauft eine Zeitung
Max buys a newspaper

In the version with coreferential subjects (34) simult&nebuld be ruled out
by plausibility considerations: the same person is notylike cross the street and
buy a newspaper at the same time{se t- is the preferred reading.

(34) a. Peter Uberquert die Stral3e
Peter crosses the street
b. Er kauft eine Zeitung
he buys a newspaper

A theory of this kind would ultimately amount to saying tha¢i@an narra-
tors avoid to change the referent of the grammatical sufggcgent, or the most
prominent participant of the situation) because corefarani the subjects presents
an additional constraint on the temporal relation betweeretvents, giving prefer-
ence to succession over temporal overlap, and thus malangitrative. In English
this is not necessary because the obligatory aspect matkiggthe job. The prob-
lem with this approach is that it only works if temporal r@at (particularly the
relation of precedence between the reference time and ¢aé&da time for simple
tenses) are made part of the semantics of aspectual mar@swver, this idea has
long been dropped, the main reason being the well-knownndkgmey of temporal
relations on the so-called rhetorical, or discourse retatisee esp. Lascarides and
Asher, 1993). As we have seen in section 2.2, the English pbeaf81) can also be
understood as a list of temporally unrelated events if ettevith a typical list into-
nation or with a contrastive topic accent on the subjectss dhservation is hard to
accommodate under the aspect-based view, whereas it fotlaturally from the
topic-based theory developed in the previous sectionstharavords, the aspect

2This is not quite so, however, since the< t; option is not accounted for.
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parameter is probably not as important for explaining thigedinces in question
between the English and German narratives as it might seémstaglance.

4 Theformal architecture

This section is not much more than a “formal summary” of treotly developed in
section 3, except that it puts it in a framework that allowsdanect the interpre-
tation perspective, which has dominated our discussiomrsevith the generation
perspective.

4.1 Discourse units

Let us start with an illustration. The representation of discourse structure for
(35) is given in Figure 6.

(35) a. Peter Uberquert die StralRe
Peter crosses the street
b. Er kauft eine Zeitung
he buys a newspaper

As Figure 6 shows, each discourse unit—the elementary waliseaunits cor-
responding to utterances/sentences (35a) and (35b), hasntble discourse con-
situent comprising both of them—is assigned a multilayePe8COURSE UNIT
(DU) structure, represented as an attribute-value mairich contains slots, or
attributes for the unit's phonological or textualORM, its semanticCONTENT,
its recursive structure given by an ordered list of daughtates PAUGHTERS
or DTRS) which are discourse units themselves, and a number db@is repre-
senting the pragmatic features of the discourse unit, sadheaaboutness topic
(A-TOPIC) and theQUAESTIO.

The recursive structure of a discourse unit is defined inDheGHTERS at-
tribute which specifies the list of DUs that the present DUststs of. For el-
ementary discourse units, tlAUGHTERS list is empty, cf.() in Figure 6. For
non-elementary DUs it is a tuple of DU structures. In FigurddDAUGHTERS
value of the overarching DU is given @, > but and are simply place-
holders for the whole DU structures of the terminal nodehértitee representation,
in accordance with a common convention.

The value of theeorM attribute (in its most simplistic interpretation) is a fanit
sequence of letters of the alphabet of a given language—etigesaces in (35a) and
(35b) for the elementary discourse units and the concatenat those sequences
for the mother node.

The CONTENT of a discourse unit is a DRS representing its content. The
content value of a non-elementary DU is a function of the eohtalues of its
DAUGHTERS. In section 3.1 we made a distinction between two modes cditiepd
the iconic and the non-iconic update. In the present ardite these correspond
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Figure 6: Discourse structure for (35): iconic update; gtiadVhat does Peter
do? global aboutness topieeter.
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to two different ways of combining the content values of tlaeighters, i.e. two
functionsupdate, jconig andupdate_jconjg Which take two DRS-s as input, and
return a DRS which is the result of updating the first arguniERS with the sec-
ond “iconically” or “non-iconically” as described in seati 3.1. If a discourse unit
has more than twoAUGHTERSthe update function is first applied to the first two,
then to the resulting DRS and the third daughter, and so amp@ate is standardly
assumed to work).

The value ofa-TopiCis a (possibly empty) set of discourse referents, g:4.
for Peterin both the mother and the daughter nodes in Figure 6. A ngoiyem
A-TOPIC set shared by a series of discourse units and their commdmemabde,
such ag(p} in Figure 6, is what we refer to as tigéobal aboutness topic

Finally, theQUAESTIOis a question DRS, i.e. a DRS preceded Byaperator
which binds some of the variables occurring in the DRS (thestion variables)
if it is a wh-question (Groenendijk and Stokhof, 1997). For example,ilue
of QUAESTIO of the mother node in Figure 6 is the question of which evael (
happens at timé;, which isnow, such that Petenj is the agent of that event, or
in other wordsWhat does Peter do?

4.2 Constraintson discourse units

A set of ranked constraints is defined on DU structures. Theittals FORM—
CONTENT-...-QUAESTIO combinations of a given language must be optimal with
respect to the constraint ranking defined for that languaghe standard sense
of Optimality Theory (Prince and Smolensky, 1993; Blutnad &eevat, 2003).
The constraints discussed in section 3 are summarised .bdlbefirst group of
constraints are all ranked high. We did not discuss caseislation or the ranking

of these constraints with respect to one another since thosmt play a role for
the problem at hand.

e ICON-TOP: Foranon-elementary DU, if the value@ONTENTIs update., jconig
of the CONTENT values of itSDAUGHTERS, then the value o0OUAESTIO is
a question DRS of the forie K with exactly one question variable ranging
over events.

e ABOUTNESSTOPIC. Every element of thea-ToPIC set is part of the uni-
verse of theUAESTIO DRS and not a question variable.

e EFFECTIVE STRATEGY. If the DU’s QUAESTIO value isy and?y, ..., 71y,
are theQUAESTIO values of itSDAUGHTERS, then?y, ..., 71, = ¢

e ECONOMIC STRATEGY. If the DU’s QUAESTIO value isy and?y, ..., 71y,
are theQUAESTIO values of itsDAUGHTERS then for each); € {1, ..., 79, }

Y = ;.
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e EXPRESSIBILITY: The value ofQUAESTIO is expressible, i.e.: there exists
an optimal simple interrogative sentence such thatESTIO iS CONTENT
of that sentencé!

The last two constraints are ranked lower than the first grang their rank-
ing is different in German and English. In GermaorV is ranked higher than
IcoNicITY, while in English it is ranked lower.

e TOP-V: There is a constituent before the verb that refers to ameht of the
A-TOPIC set??

e ICONICITY: TheCONTENTVvalue of a non-elementary DUlimdatehiconiq
of the CONTENT values of itSDAUGHTERS.

4.3 Interpretation

A standard OT grammar operates on a certgrut andcandidate setWhat kinds
of linguistic objects constitute the input and the candidadt, respectively, depends
on whether the grammar is applied in the direction of ger@rair interpretation.
Roughly speaking, in the interpretation direction the injguthe linguistic form
(or some “closer-to-surface” representation) of an exgioes while the candidate
set is constituted by alternative meanings (or “deeperfasgntations). The con-
straints are applied to select the optimal meaning for agivem. In the generation
direction, the input is a representation of meaning, and#melidate set is a set of
forms. The constraint system selects the optimal form favergmeaning. In the
present framework, the same idea is implemented as folldwg: candidate set
rated by the constraint system is always a set of DU strusthoth in the direc-
tion of generation and of interpretation. However, in theelipretation direction
that set is restricted to structures with a given valueForwm, while the values
for CONTENT, QUAESTIO, A-TOPIC, and other features run through all theoreti-
cally possible instantiations. One could say that the ifganh underspecified DU
structure with a fixedkoRM value and underspecified values of other attributes.
Before we turn to the question of input and candidate seténgineration
direction, let us consider an application of this approacimterpretation and anal-
yse the main motivating examples of this study. Table 1tilates the optimi-
sation procedure for the discourse in (35). For reasons afespthe candidates
are not represented as full-fledged DU structures but as ioatidns of relevant

2ln section 3 this constraint was formulated in terms of thigomoof information-structural back-
ground. The difference is not essential as long as theretiaiglstforward mapping between inter-
rogative sentences and the information-structural backgts (of declarative sentences) as is stan-
dardly assumed. In both cases, however, the constrainbtéenfully formalised with the tools
provided so far. Information structure would have to be ieighy represented and the relationship
between questions, interrogative sentences and backdgauould have to be formally specified.

22This constraint cannot be fully formalised without an egipliepresentation of the syntax of el-
emenary DUs (sentences) and a specification of content esesatiential units (esp. NPs that express
aboutness topics). However, the formalisation is faintgightforward.
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semantic and pragmatic featur@ggAESTIO, A-TOPIC, and theCONTENT update
mode for the mother node, as well as the two daughter nanesl(andbTR2).
The constraints are applied as to find the optimal combinédjoof these features
for the givenForM value. We will only consider candidates that comply with
the high-ranked constraintse®UTNESSTOPIC, and the constraints related to the
gquaestio—EFECTIVENESS ECONOMY, and EXPRESSIBILITY. Also, we restrict
our attention to candidates that respect question-ansgvggragence (presumably,
another high-ranked principle). That is why questions Weat does Max do@and
Who does whato not appear in Table 1. Neither the senteReter iberquert
die StraRenor Er [Peter] kauft eine Zeitungould be an answer ¥/hat does Max
do? and since there is no switch from a question likéhat does Peter do?o
What does Max dgzhe questionNVho does what® not motivated according to
the quaestio-related principles (see discussion in seéti®). Similarly, Petery)
cannot be a member of the aboutness topic set if the quasibat happens?
since aboutness topics must be specified in the quaestiBECFUTNESSTOPIC).

In other words, we are not skipping any candidates that keéylto turn out more
optimal than the ones we consider in Tablé&1Since all the quaestio values of
the remaining candidates are single-variable questionstatvents, there are no
violations of ICON-TOP. An empty A-TOPIC set creates a violation ofdP-V,
since the referent of the preverbal constitueeterEr is not an element of that set.
The constraint only applies to elementary DUs that cornegpto single sentences,
therefore we get two violations for each of the daughter saie&rl andDTR2

in the first and the second candidate in Table 1. T&@NICITY constraint only
applies to non-elementary DUSs, i.e. only to the mother nadmir example, which
gives us one violation whenever the update mode-isonic]. This leaves us with
the optimal candidate in the third line of Table 1, which doesviolate any con-
straints. This is the structure represented in Figure 6 sviglobal aboutness topic
Peterand the iconic update mode, which results in a chronologitalpretation
of the event descriptions.

The analysis of example (36) with switching subjects is giveTable 2. This
time the candidate withiVhat does Peter do@s theQUAESTIO value forDTRZ2 is
not among the “short-listed” alternatives since it failegtion-answer congruence
for Max kauft eine Zeitunglnstead, theQUAESTIO configuration with a double-
variable questioVho does whatih the mother node and the questions aliReter
andMaxin the daughter nodes passes the filter of the higher rankestraints.

ZThere are a few feature combinations that comply to all tga-hanked principles considered so
far, but are missing in Table 1. For example, What does Peter do@UAESTIOIS compatible with
an emptyA-ToPIC set. Furthermore, the questitvhat happens2ontains an implicit reference to
now, cf. theQUAESTIOValues in Figure 6, saowcould be am-ToPIC. However, as will become
clear presently, all these alternatives violaterTV for the input (35) and ultimately turn out to be
less optimal than the winner of the optimisation proces®ré&tore we skip them to save space.
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cory( Petertiberquert die Straf3 . o S
. . T
Er kauft eine Zeitung i < %
o 5
QUAESTIO | A-TOPIC | CONTENT Update| ® <
What happens? 0 [+iconic|
DTR1 What happens? 0 *x
DTR2 What happens? 0
What happens? 0 [—iconic|
DTR1 What happens? 0 ol
DTR2 What happens? 0
What does Peter doP {p} [+iconic]|
DTR1 | What does Peter do? {p}
DTR2 | What does Peter do? {p}
What does Peter doP {p} [—iconic]|
DTR1 | What does Peter do? {p} *
DTR2 | What does Peter do? {p}

Table 1: Optimisation of quaestio, aboutness topic and tepaede in the inter-
pretation of (35).

cory ( Peteruberquert die Strald 9 %‘ S
Max kauft eine Zeitung i < %
QUAESTIO | A-TOPIC | CONTENT update S 2
What happens? 0 [+iconic|
DTR1 What happens? 0 x
DTR2 What happens? 0
What happens? 0 [—iconic]
DTR1 What happens? 0 i
DTR2 What happens? 0
Who does what? 0 [+iconic]
DTR1 | What does Peter do? {p} *
DTR2 | What does Max doq {m}
Who does what? 0 [—iconic|
DTR1 | What does Peter do? {p} *
DTR2 | What does Max doq {m}

Table 2: Optimisation of quaestio, aboutness topic and tepafede in the inter-
pretation of (36).
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Figure 7: Discourse structure for (36): non-iconic updajaaestiowho does
what?—What does Peter do?—What does Max dodglobal aboutness topic.

(36) a. Peter Uberquert die StralRe
Peter crosses the street

b. Max kauft eine Zeitung
Max buys a newspaper

The results for the first two candidates in Table 2 are idahtthose in the pre-
vious example. The third candidate violatesON-ToOP since the update mode
[+iconic] conflicts with the double-variable question of the mothedeo The
fourth candidate with the double-varialip@AESTIO configuration but non-iconic
update mode is the winner since it only violates the lowasted IcONICITY con-
straint. The corresponding DU structure is shown in FigureAg we assumed
in section 2.2, the discourse in (36), where the occupantiseoprefield positions
have distinct reference, is most naturally interpreted &&sraoorally unrelated list
of events. This is exactly what we get: the non-iconic updatale relates the
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described events to the same update timoe, so the order of events remains un-
specified (cf. section 3.1). In sum, the ranking abPFV above CONICITY in
German creates a preference for the quaestio configuratianseadily provide
aboutness topics and thereby motivate the choice of theefurefbnstituent.

The OT analyses of the corresponding English examples (3d)(23) are
shown in Tables 3 and 4, respectively.

(37) a. Peter crosses the street
b. He buys a newspaper

(38) a. Peter crosses the street
b. Max buys a newspaper

Since konNicITy is stronger than ®p-V in English, structures with a quaestio
suitable for iconic update, i.e. questions IMéat happensandWhat does Peter
do? are generally preferred, and it does not matter that mucétiven the ques-
tions provide good aboutness topics. Thus candidateseas llnand 3 of Table 3
win from those in lines 2 and 4. For (37),0P-V also implies a preference for
What does Peter dodver What happens?the candidate in line 3 of Table 3),
however this result should not be taken to seriously for EhglAs was argued in
section 3.3, the ®P-V constraint basically does not exist in English. In a frame
work where all constraints are universal this would meah Tlwp-V is ranked so
low that it is made inoperative by higher ranked constraifitisat is, presumably
there is a whole range of constraints betweepNICITY and Top-V in English
which might overrule whatever preferences establisheddos-V.

For (38), in contrast to the corresponding German exam@g (Be winner
is What happens®or QUAESTIO with no aboutness topic whatsoever (line 1 of
Table 4), rather than a double variable question with a dngngboutness topic
(line 4). Once again, this is the effect of strongepNICITY in combination with
IcON-ToP. Thus in accordance with our original observation, the Bhgixample
is interpreted as a sequence of events as a result of icodatesfunder “neutral”
intonation, cf. section 2.2), unlike its German counterparderstood as a list of
temporally unrelated events.

4.4 Generation

The analysis of the above examples illustrates the apiicalf the proposed OT
constraint system in the direction of interpretation tgkine phonological or tex-
tual form of the discourses as input. Now we come back to tlestipn of what
the optimisation problem looks like in the generation dit Which features of
the DU structures are fixed in the input, and which are suligegtariation in the
candidate set? One might be tempted to assume, and it ha befen assumed in
previous OT accounts of semantic phenomena (Zeevat, 200theB and Zeevat,
2003) that the input is (a) theontentto be expressed—a semantic representation
in some suitable logical formalism—and (b) tbentextrepresenting the common
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corm ( Teter crosses the streey 918 o
T
He buys a newspaper i % <
QUAESTIO | A-TOPIC | CONTENT update S |2
What happens? 0 [+iconic|
DTR1 What happens? 0 *x
DTR2 What happens? 0
What happens? 0 [—iconic|
DTR1 What happens? 0 N B
DTR2 What happens? 0
What does Peter doP {p} [+iconic]|
DTR1 | What does Peter do? {p}
DTR2 | What does Peter do? {p}
What does Peter doP {p} [—iconic]|
DTR1 | What does Peter do? {p} *
DTR2 | What does Peter do? {p}

Table 3: Optimisation of quaestio, aboutness topic and tepaede in the inter-
pretation of (37).

Peter crosses the street 918 o
FORM T
Max buys a newspape i % <
QUAESTIO | A-TOPIC | CONTENT update S |2
What happens? 0 [+iconic|
DTR1 What happens? 0 *x
DTR2 What happens? 0
What happens? 0 [—iconic]
DTR1 What happens? 0 i e
DTR2 What happens? 0
Who does what? 0 [+iconic]
DTR1 | What does Peter do? {p} *
DTR2 | What does Max doq {m}
Who does what? 0 [—iconic|
DTR1 | What does Peter do? {p} *
DTR2 | What does Max doq {m}

Table 4: Optimisation of quaestio, aboutness topic and tepafede in the inter-
pretation of (38).
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ground and various aspects of the discourse situation. drineef corresponds to
the CONTENT feature in the present formal set-up, whil@AESTIO andA-TOPIC
belong to the set of relevant contextual features. In o@eappreciate the implica-
tions of taking these features as input, a few words shoukhikabout their real
meaning.

To begin withCONTENT, we have been using this attribute so far to store the
meaning of a discourse unit to the extent that it can be adsenfiom the mean-
ings of the constituent words, phrases and daughter DUstrendemantics of
connection between the daughter DUs (iconic vs. non-icapigate). Roughly
speaking CONTENT reflects all and only what is there in the sentences. In genera
tion this corresponds to the specific content alreselgctedor verbalisation in the
utterance or sequence of utterances under constructimmat the whole stock of
the speaker’s knowledge on the subject, and it is also not systract semantic
carcas with details to be filled in. Every piece of the sekbcientent will be either
encoded by a linguistic expression in that utterance (ouesecg), or implied in a
way recoverable by some regular inference mechanisms.

Similarly, the QUAESTIO of an elementary DU stands in a close relation to
its form, while theQuUAESTIO of larger DUs strongly depends on its daughter’s
QUAESTIO values due to the planning constraints GfFECTIVENESS ECON-
oMY, etc. In generation this implies thaUAESTIO is the question taken up by
the speakerin the given utterance or sequence of utterances, which neebe
the same as the interlocutor’'s query, or the speaker’s teaknmore general sense
determining what is relevant in a given situation (thougltadirse there is a sys-
tematic relationship between the speakerssesTio and the task or query). The
following examples illustrate such mismatch. In (39) th&ilocutor's query is
ayes/nequestion, while speaker B is obviously addressinghequestionWhich
credit cards do you acceptt (40), the parallel structure and the distribution of
prosodic prominence suggests that speaker B is addressiogbde wh-question
Who broke what?while the query is a singlesh What happened®vith the con-
sequence that the update mode is non-iconic and the tempalad of the two
breaking events is not specified, which makes it a no lessamiecontribution on
the issue raised by the interlocutor. Thus in both casespbakersQUAESTIO is
the question we recover by looking at the answer, which isderitical with the
guestion explicitly asked.

(39) A: Do you accept credit cards?
B: Visa and Mastercard.

(40) A:  What happened?
B: PETER broke thevAse, and Max broke themIRROR.
Since the set of aboutness topics is strongly dependeneatRESTIO, Sim-
ilar considerations apply to the-Topic feature. The interlocutor may explicitly

suggest a certain aboutness topic, &alking about Peter, what did he doBut it
is ultimately the speaker’s responsibility, which topi@sdr she picks up in his or
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her utterances.

In other words, the values of all the three features are thpubuather than
the input of discourse planning processes: what to say eti{ENT), how to
split up the global communicative task into subtasks (motloeleQUAESTIO into
daughter nod®UAESTIO-nes), and even the choice of the global communicative
task itself (the top nod®UAESTIO). Since the ultimate goal of this study is to
model the influence of grammar on discourse planning, andaiiticdar the influ-
ence of obligatory choice of the prefield constituent in Gamr(iTopr-V) on global
narrative planning decisions (choice QUAESTIO and A-TOPIC), none of these
features can be fixed in the input. Moreover, none of the feataf the DU struc-
tures as defined so far can be treated as an input feature prekent modelling
task.

The input that is needed instead is roughly of the same kinehas we find in
computational generation systems (see e.g. Vander Lirx@89): (a) a knowledge
base, representing the whole stock of the speaker’s kngel@d a given domain);
and (b) a query, representing the type of information askeuh the speaker. In
the setting of the Quest narratives, the knowledge base isgbaker’s representa-
tion of the content of the film, and the query is the experirmentguestionWhat
happened in the filnf? Applying Optimality Theory at this level would amount
to handling the mapping from the knowledge base and the gimpyt) to DU
structures with all their features frorORM to CONTENT t0 QUAESTIO (output) as
an optimisation problem. That is, unlike the most existimgdoiction OT gram-
mars, the task is not to find the optimal form for a given megnbut to select
optimal meaningsnd forms for a given query and knowledge base. On the other
hand, in contrast to the standard computational generagistem setup, where dis-
course planning (mapping from query and knowledge basenteisee meanings)
and surface realisation (mapping from meanings to forms)raated as separate
pipelined modules, in the present setting meanings andsfeimould be optimised
simultaneously. This is precisely what will make it possifidr considerations re-
lated to form (filling the prefield position in German) to iréhce decisions related
to discourse planning (quaestio and aboutness topic mlict

Developing a full-scale formal proposal of this kind goesldayond what can
be done in this paper. An approach to content selection asubudiise planning
developed in a different formal framework with an applioatito Quest data can
be found in Jasinskaja and Rol3deutscher (2009). We will iempt to recast
that proposal in OT here, but will limit ourselves to someomfial remarks. The

24pnother part of the input typically assumed in computatigemeration systems is a user model,
i.e. a specification of e.g. the user’s prior knowledge, ideorto avoid overinformative answers,
for instance. This aspect of the input will be ignored for time being. In the Quest narratives
elicitation setup, this parameter can be viewed largelyrandom factor, as is evident, in particular,
from the huge variation in the level of detail applied by ditint speakers in their retellings of the
film. Moreover, since the whole situation was rather artfieithe participants of the study most
certainly realised that the experimentor knew what happendhe film, and nevertheless played
along and answered the question—we can only guess how thegeliad” the experimentor’s real
demand for information.

37



essence of the view developed in this paper is roughly thiscaBse there is a
preference in German to interpret the constituent in thegobal position as topic,
German-speaking storytellers are discouraged to chaegecttupant of that posi-
tion from sentence to sentence, because that almost autaityaimplies a topic
change, and topic change switches off the iconic update mdtitke most effortless
and “comfortable” way of presenting events chronologicaf course, the speak-
ers can maintain the chronology of events by other meansthegise of explicit
adverbials likedann‘then’ if otherwise the topic change is unavoidable. But why
do that if topic change can be minimised? There are many wagsvdid topic
change in the first place as long as not only the form but aksarteanings of the
sentences to be produced, as well as their order, can be nhateib.

First, one could simply skip and not tell certain events dittmention would
lead to a topic change. This is particularly relevant in sasbere a sequence
of actions by a single agent (the protagonist of the wholeystis occasionally
interrupted by events that do not involve that agent and &vlaedifferent agent
plays a prominent role so that it is likely to surface in thevarbal position due
to syntactic constraints. If those interrupting eventsrareesssential to the flow
of the story or the specific informational needs of the heéasich would have
to be captured by a set of highter-ranked constraints), ¢aaysimply be skipped.
In case of example (36) this would amount to completely legaut the sentence
about Max buying the newspaper if the surrounding discograbout Peter. In the
OT setting, this result is achieved by letting DUs whaseNTENT value contains
descriptions of both events compete with DUs whos&iTENT only specifies the
event of Peter crossing the street. If no stronger conssraire violated, the latter
will win due to Tor-V (a consideration related ®ORM).

Second, if events of this kind cannot be skipped altogethreg, can put them
in syntactically and/or discourse-structurally suboatiénposition. Th@UAESTIO-
values of subordinate discourse units do not add up in the s&y as those of DUs
at the same structural level (cf. main vs. side structurdéirkand von Stutterheim,
1987; van Kuppevelt, 1995). In the present framework, onelgvbave to assume
that theQUAESTIO of the mother node is the same as that of the head daughter,
while the subordinate daughter does not contribute to thiaenmodeQUAESTIO,
and does not add an extra question variable, even if it haffeaatit aboutness
topic. Using subordination instead of simple juxtapositiof sentences comes
at a price, since one has to use some subordinative lingustiices and they
contribute their own bits of semantics, presupositions, &or example, instead
of (36) one could sayPetertiberquert die Strafe un@d sieht Max eine Zeitung
kaufen‘Peter crosses the street afidees Max buy a newspaper’. This does not
mean the same as (36), as it also states that Peter perdevagent of Max buying
a newspaper while (36) does not. However, as long as thia @xfiormation is
consistent with the specifications in the knowledge baseant be added if this
saves the speaker a change of topic. Once again, candidatevBbase meanings
contain and do not contain the information of Peter’s paroapwill run against
each other, and other things being equal, the former will siitte they can be
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expressed without changing the reference of the prefieldtitoant at the level of
the main story line (©pP-V, the same-oRM-related consideration).

Both strategies of maintaining a global aboutness topic araiding topic
change in German narratives are well documented in the Q@a¢sbase, cf. sec-
tion 2.1. One can imagine yet another way of minimising taiange, which we
do not find in Quest narratives due to the specifics of the filmertt, but which our
approach would predict for other kinds of input. Suppose $eguences of events
involving two different agents occur in parallel withouusal interference with one
another up to a certain point. For example, Peter crossestriget, turns around
the corner and passes by a book shop. In the meantime, Maxamsgspaper in
that book shop, goes out of the shop, and bumps into Petece@ung the strict
chronology of the events, Max buying the newspaper occues Beter crossing
the street, but before him turning around the corner; Petssipg the book shop
and Max going out of the same book shop occur simultaneo@sthe has the op-
tion of presenting the sequences strictly chronologicaijtching between Peter
and Max all the time, or reordering the events first presgritie whole sequence
about Peter and then the whole sequence about Max, with o\tapic change.
The latter would be favoured byolP-V and would be expected to be used more
frequently by German speakers, than by the English spea®érsourse, in order
to be able to use the purely chronological strategy, theigmgpeakers would need
a way to know that the events occurred in that order, whichtlsar unusual in nor-
mal experience, since we normally cannot continuously esevents happening
at locations as different as the street and the book shomarite corner. How-
ever, in a film retelling setup this kind of conditions can beated if the camera
switches from one location to the other following the tengbarder of events. In
roughly similar situations in the Quest retellings, Engkpeakers have been found
to follow more closely what the film literally presents, thidne German speakers.
This might be another situation where one would expect diffees of the same
kind.

In sum, by taking a non-modular approach to production anidniging forms
and meanings simultaneously for a given knowledge base @y ave can make it
possible for constraints related to core grammar, sucheggrthciples of filling the
prefield position in German, which apply at the level of megrib form mapping,
to take effect at the level of discourse planning and cordgelgction. A question
that arises in this connection is whether this non-modulew\s psychologically
realistic. Do speakers really select meanings to expredls veking into consid-
eration aspects of their surface realisation, or is thisaeraén offline process—one
that leads to the emergence of language-specific constr@indiscourse planning
from strong grammatical constraints in the course of laggugcquisition? In the
latter case, ©p-V would create a “twin constraint” formulated in terms optos
rather than positions in the sentence (something like, Besea has an aboutness
topic, or thea-ToPIC set is non-empty), which would apply in the discourse plan-
ning module to constrain the mapping from the knowledge baslequery input to
the sentence meanings, whilei-V itself would apply in the surface realisation
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module (meaning to form). Findings on narrative productgradvanced second
language learners rather favour the modular view (von &tutim and Carroll,
2005). If Top-V took direct effect on discourse planning decisions agyested
by the non-modular approach, one would expect learners oh@eto start struc-
turing their narratives “the German way” as soon as they isedqioP-V and its
correct ranking, that is, as soon as they master the apptepsse of word order
possibilities. However, this is not what is usually observ&ven very advanced
learners who hardly make any mistakes of grammar usage t¢ekekp applying
discourse strategies from their first language. This sugdleat they have acquired
the grammar proper including the high ranking of constgalikie ToP-V, but not
the “twin constraint”. In other words, it is possible thattmodel of discourse
generation sketched out in this section cannot be taken asdelnof discourse
production as an online process. However, in an evolutiosatting (e.g. Zeevat
and Jager, 2002) it could be developed into a model of a@nsif discourse plan-
ning competence. In the present version, our model proddesmal motivation
for language-specific constraints on discourse planning.

5 Conclusions and new challenges

The main accomplishments of this paper are two. First, itdeesn shown how a
preference to interpret the occupant of the obligatory ele&fiosition as an about-
ness topic in German leads to a more general preferencerfteraes with topics
over sentences without topics. The resulting model has bpphed to explain
differences in temporal interpretation of German and Emgtliscourses with su-
perficially identical structure. Since German speakersuag®r pressure of inter-
preting the prefield constituent as topic, they have to assautopic shift whenever
the referent of the prefield constituent changes. Topid shitirn blocks the infer-
ence of temporal progression characteristic of the nagagiresenting the events
as a temporally unordered list. In contrast, since the pbaygosition in English
is largely reserved for subjects and is not affected by madion-structural cat-
egories, English speakers are freer in their choice betwleersubject is topic’
interpretation and the interpretation without an abolgriepic whatsoever. In the
latter case, a new subject does not automatically mean aamsey t.e. there is no
aboutness topic shift (because there is no aboutness tmdhe normal narrative
temporal inferences go through. This part of the model has limplemented in
the framework of Optimality Theory.

Second, we have sketched out an extention of that model ter @bscourse
generation from discourse planning (a mapping from knoghedbase and query
to sentence meanings) to surface realisation (a mappimng $entence meanings
to sentence forms). Within the extended model, the Germefergnce for sen-
tences with topics leads to a preference for maintaining#mee topic over longer
stretches of discourse. Topic change introduces disagtytim the temporal struc-
ture of the narrative regardless of the language. The Gemagrto avoid it is to
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select the order, the content and the information struaifigterances as to main-
tain the same topic as long as possible, while the Englishkgpe have the option
of producing a sequence without an aboutness topic at aleriesof holistic event
descriptions where no entity is assigned a privileged m#dion-structural status.
Thus we have gone one step further than Jasinskaja and Re@u&u(2009), not
just stipulating language-specific rules in discourse ntagy but deriving the dif-

ferences from differences in grammar.

There are many more open and problematic issues that we haudt &hort
while trying to achieve our main goals. Very little effortshheen spent on moti-
vating the proposed constraints in a broader context ofr@lity-theoretic syntax,
semantics and pragmatics. For example, it would be morewelég have the ef-
fects of Top-V (topic before the verb) in German and the lack of such ésfét
English follow from a more general account of German and Bhglyntax.

The issue of the respective roles played by the prefieldipositnd the gram-
matical subject in expressing topics in German had to beskigntirely, although
it crucially bears on the analysis of the German corpus dataigsed in section 2.1,
which does not only show a preference for a constant sentepaz(entity in the
prefield position), but also a constant subject.

In order to turn our sketch of the OT-based discourse gemreirab a proper
theory one would have to spell out all the other relevant waitgs on content
selection and the choice of quaestio, such as relevance fatdrlocutor’'s query,
storiness (which e.g. makes sure that no events importahetiow of the story
are left out), etc. These constraints would have to be iatedrwith the fragment
developed in this paper to yield a discourse planner seedii the grammatical
properties of the language.

Finally, if the proposed non-modular design of the discelgenerator proves
implausible as an online model of human discourse productine would have to
take an evolutionary turn and show how grammatical comggadn the meaning-
to-form module lead to the emergence of their “twin constisdiin the discourse
planner in the course of language acquisition or languagegh
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