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Abstract

Questions under discussion (QUD) is an analytic tool that has recently become more
and more popular among linguists and language philosophers as a way to characterize how
a sentence fits in its context. The idea is that each sentence in discourse addresses a (of-
ten implicit) QUD either by answering it, or by bringing up another question that can help
answering that QUD. The linguistic form and the interpretation of a sentence, in turn, may
depend on the QUD it addresses. The first proponents of the QUD approach (von Stut-
terheim & Klein, 1989; van Kuppevelt, 1995) thought of it as a general approach to the
analysis of discourse structure where structural relations between sentences in a coherent
discourse are understood in terms of relations between questions they address. However,
the idea did not find broad application in discourse structure analysis, where theories aiming
at logical discourse representations are predominantly based on the notion of coherence re-
lations (Mann & Thompson, 1988; Hobbs, 1985; Asher & Lascarides, 2003). The problem
of finding overt markers for QUDs means that they are also difficult to utilize for quanti-
tative measures of discourse coherence (McNamara et al., 2010). At the same time QUD
proved useful in the analysis of a wide range of linguistic phenomena including accentua-
tion, discourse particles, presuppositions and implicatures. The goal of this special issue is
to bring together cutting-edge research that demonstrates the success of QUD in linguistics
and the need for the development of a comprehensive model of discourse coherence that
incorporates the notion of QUD as its integral part.

1 Introduction

Questions under discussion (QUD) is an analytic tool that has recently become more and more
popular among linguists and language philosophers as a way to characterize how a sentence
fits in its context. The idea is that each sentence in discourse addresses a (often implicit) QUD
either by answering it, or by bringing up another question that can help answering that QUD.

*We would like to thank all the authors who have contributed to this special issue—David Beaver, Chris Cum-
mins, Constantin Freitag, Craige Roberts, Fabienne Salfner, Mandy Simons, Judith Tonhauser—all the anonymous
reviewers for their constructive comments and the former DP editor Michael Schober for his support in the prepa-
ration of this issue. The work has been supported by the Bundesministerium fiir Bildung und Forschung (BMBF,
Grant nr. 01UGO0711), Deutsche Forschungsgemeinschaft (DFG, Grant nr. BE 4348/2-1) and the Emerging Group
Dynamic Structuring in Language and Communication funded through the Institutional Strategy of the University
of Cologne (Grant nr. ZUK 81/1). The authors of this introduction are given in alphabetical order. Both contributed
equally to the preparation of this special issue.



The linguistic form and the interpretation of a sentence, in turn, may depend on the QUD it
addresses.

The first proponents of the QUD approach (von Stutterheim & Klein, 1989; van Kuppevelt,
1995) thought of it as a general approach to the analysis of discourse structure where struc-
tural relations between sentences in a coherent discourse are understood in terms of relations
between questions they address. For instance, according to von Stutterheim & Klein (1989) a
typical structure of a narrative is given by a sequence of questions What happened at t,?, What
happened at t,?, What happened at t3?, etc., where t, precedes t,, and ¢, precedes t3. The
sequence is subordinated to the overarching guaestio of the whole text ‘What happened at ¢;?’.
The QUD or the quaestio was seen as a bridge between the global structure of discourse and
the local characteristics of sentences, such as between the discourse topic and sentence topics
in the work of van Kuppevelt (1995). At the same time QUD was adopted as a global structur-
ing principle in semantic and computational modeling of dialogue (Ginzburg, 1996; Larsson,
2002), where, of course, the questions are often provided explicitly, and the analyst does not
have to face the burden of justifying their assumptions of specific implicit QUDs to the same
extent as this is needed in the analysis of monologue. The latter circumstance is probably the
reason why the idea did not find broad application in the analysis of the structure of text, where
theories aiming at logical discourse representations continue to be predominantly based on the
notion of coherence relations (also called rhetorical or discourse relations, Mann & Thompson,
1988; Hobbs, 1985; Asher & Lascarides, 2003).

However, the concept of QUD proved useful in the analysis of a wide range of linguistic
phenomena that in the general spirit of von Stutterheim and Klein and van Kuppevelt fall under
the notion of local, i.e. sentence-level effects of the QUD. This includes first and foremost the
information structure of the sentence, the accentuation pattern induced by the partition of the
sentence into focus and background and the interpretation of focus-sensitive operators. The
influential proposal of Roberts (1996), which provided both a general QUD-based approach
to pragmatics and an account of focus, inspired much further theoretical work on information
structure including Biiring (2003) on contrastive topics and Beaver & Clark (2008) on focus
particles. The intuition behind it is the same as that behind the well-known question-answer test
used to detect the focus structure of a sentence. An answer to a question is appropriate only if
its focused constituent corresponds to the wh-phrase of the question. For example, (2-a) with
a nuclear pitch accent on the subject Mary (indicated by small caps) is an appropriate answer
to (1-a), and not to the other questions in (1), and therefore the focus of (2-a) is on the subject
Mary. Similarly, (2-b) only fits the question in (1-b) and instantiates focus on the direct object,
whereas (2-c) is ambiguous between focus on Sue (1-c), focus on the whole VP (1-d), and broad
focus on the whole sentence (1-e).

(D Who introduced Bill to Sue?
Who did Mary introduce to Sue?
Who did Mary introduce Bill to?
What did Mary do?

What happened?

MARY r introduced Bill to Sue.
. Mary introduced BILL - to Sue.
c.  Mary introduced Bill to [ SUE ]z. / Mary [ introduced Bill to SUE |g. /...
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2)

o

QUD-based approaches to information structure go one step further in claiming that one of the
questions that the sentence fits given its accentuation pattern is a semantic parameter that has to
be known before the compositional meaning of the sentence can be calculated. Pragmatically,
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the fitted question is the question that the discourse participants are cooperatively trying to
address at the current point.

Other phenomena directly or indirectly related to information structure that have been ap-
proached in terms of QUD include conversational implicatures (Zondervan et al., 2008) and
not-at-issue (projective) content more generally, including presupposition and conventional im-
plicature (Simons et al., 2010) that will be introduced in more detail in sections 2 and 3 below.
Schoubye (2010) and Onea (2016) analyze the semantic effects of definite and indefinite re-
ferring expressions in terms of QUD. Finally, one should mention studies on the semantics of
discourse particles and connectives, such as Umbach (2012) on the German noch ‘yet, more’,
Rojas-Esponda (2014) on iiberhaupt ‘generally, at all’, Onea & Volodina (2011) on ndmlich
‘namely’, as well as Umbach (2005), Jasinskaja & Zeevat (2008), Jasinskaja (2012) on but and
and. These studies characterize the semantic contribution of those particles in terms of the rela-
tionship between the QUD addressed by the sentence or clause containing the particle and (the
QUD addressed by) the previous clause, sentence or longer stretch of discourse. Since parti-
cles and connectives often reflect the coherence relations between sentences in discourse, these
studies can be seen as a move away from considering purely local effects in the direction of a
general QUD-based characterization of discourse coherence, to be addressed in more detail in
section 4. Furthermore, there is growing experimental evidence for the relevance of QUD in
discourse structuring and discourse interpretation (see e.g. Zondervan, 2009, 2010; Clifton &
Frazier, 2012; Cummins & Rohde, 2015).

At the same time, the past decades have brought substantial progress in our understanding
of the semantics of questions and the question-answer relationship (Hamblin, 1973; Karttunen,
1977; Groenendijk & Stokhof, 1984; Krifka, 2001; van Rooij, 2003; Groenendijk & Roelofsen,
2009). These studies provide a solid formal foundation for QUD-based theories. It is worth not-
ing that, on the one hand, these theories analyze questions as more or less linguistically defined
“templates” for possible answers (e.g. Hamblin, 1973), which underlies the notion of question-
answer congruence and manifests itself in the question-answer test illustrated in (1)—(2) above.
On the other hand, questions reflect what is relevant at each point in discourse and can be seen
as a conceptualization for discourse goals of the speakers that stand in a systematic relation to
their domain-level goals (van Rooij, 2003; Schulz & van Rooij, 2006). This makes QUD an
attractive theoretical construct since it is able to connect the linguistic and the pragmatic side of
discourse in a natural way.!

The goal of this special issue is to bring together cutting-edge research that demonstrates
the success of QUD in linguistics and the need for the development of a comprehensive model
of discourse coherence that incorporates the notion of QUD as its integral part. The following
sections provide background for the contributions to this volume which address questions re-
lated to projection of not-at-issue content (section 2), Gricean quantity implicature (section 3)
and discourse coherence (section 4).

2 QUDs and projective content

A general definition of projective content is difficult to provide. In a widely cited paper, Simons
et al. (2010, p. 309) proposed the following definition:

An implication projects if and only if it survives as an utterance implication when
the expression that triggers the implication occurs under the syntactic scope of an

I'A vast bibliography on the concept of QUD and its various applications is maintained at ht tp: //www.ling
.ohio-state.edu/~croberts/QUDbib/.



entailment-canceling operator.

This means that if O is an entailment cancelling operator, £’ an expression that triggers the
implication that P, written E'|P], then content P projects from under O if the speaker is commit-
ted to the truth of P both when s/he asserts ... E[P] ... and when s/he asserts O(... E[P]...).
Examples of entailment cancelling operators are epistemic modal operators, for example, ‘may’
and ‘perhaps’. Also the antecedent of conditionals would count as an entailment cancelling po-
sition. The most widely used test for projective content, however, is based on negation: Content
P projects from under negation ‘—’, if the speaker is committed to the truth of P both when s/he
asserts F'[P| and when s/he asserts its negation —=E[P]. For example, in (3-a) the proposition
“Yan had made a mistake’ is embedded under a belief-operator. However, neither the speaker
of (3-a) nor of (3-b) is committed to the truth of this embedded proposition. Hence, it does not
project. In contrast, the speaker of both (3-c) and (3-d) is committed to it. The operator realize
triggers the presupposition that the embedded sentence ‘Yan had made a mistake’ is true, and
this content projects from under the negation.

3) Yan believed that she had made a mistake.
Yan did not believe that she had made a mistake.
Yan realized that she had made a mistake.
Yan did not realize that she had made a mistake.

>> Yan had made a mistake.

o0 op

Projective content does not have to be introduced by sentential phrases. A paradigmatic example
are definite descriptions. In the following sentences, the description ‘the secretary’ presupposes
that there exists a secretary. For all examples in (4) the speaker is committed to the existence of
a secretary. Hence, this presupposition projects from under the belief-operator (4-a) and from
within the sentence (4-c):

4) Yan believed that the secretary had made a mistake.

Yan did not believe that the secretary had made a mistake.
The secretary had made a mistake.

The secretary had not made a mistake.

>> There exists a secretary.

o0 op

The literature on presuppositions is enormous.”> Two major explanations offered for presup-
positions and their projective behavior are the lexical account and the anaphoric account. The
lexical account derives its strongest motivation from examples involving factive verbs, as e.g.
realize, discover, know, regret. etc. The basic assumption is that it is a lexical property of the
embedding operator whether or not embedded content projects. The anaphoric account derives
its strongest motivation from examples involving definites. The assumption is here that presup-
positions have to be given in common ground, and if they are not available there, they have to
be accommodated.

In the context of QUDs it is important to note that questions and focus phrases are also
assumed to carry presuppositions. In (5) the questions presuppose that someone came to the
party, and the focus on ‘John’ in (6) indicates that it was common ground that someone from
the alternative set to which John belongs came to the party.

(5) a.  Who came to the party?
b.  Who didn’t come to the party?

2For overviews, see, for example, Beaver (1997), Geurts (1999), van der van der Sandt (2012).
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c. > Someone came to the party.

(6) a. JOHN came to the party.
JOHN didn’t come to the party.
c. > Someone came to the party.

These examples can be well accounted for in an anaphoric account. There are, however, exam-
ples of projective behavior that do not fit well with the assumption that presupposed material
has to be given in one way or another before the presupposing linguistic means can be used.
A large class of phenomena are provided by what Potts (2005) called conventional implica-
ture.® As Potts (2003, ex. (5)) observed, it would be inappropriate for Bush to report Clinton’s
utterance (7-a) as in (7-b):

(7) a. Clinton: The damn Republicans should be less partisan.
b.  Bush: Clinton says the damn Republicans should be less partisan.

The reason taht (7-b) is inappropriate is that the embedded ‘damn’ is normally understood as
expressing the speaker’s, i.e. Bush’s feeling towards the Republicans, and not Clinton’s. The
expressive content of ‘damn’ projects from under the verb ‘say’. Only if the embedded speech
is a quote can ‘damn’ be understood as being about Clinton’s feelings. The negation test shows
that the expressive content projects:

(8) a. Clinton: The damn Republicans shouldn’t be less partisan.
b.  Bush: Clinton didn’t say that the damn Republicans should be less partisan.

In both cases, the feelings associated with ‘damn’ must be attributed to the speaker — except if
understood as quotational.

Potts (2005) introduced the distinction between the at-issue content of an utterance and the
non-at-issue content. What is at issue in (7-a) is whether the Republicans are too partisan. If
someone objects to Clinton’s assertion with ‘No’, then ‘No’ can only object to the at-issue con-
tent, and not to the expressive content ‘the Republicans are bad’. Also in (7-a), if someone
objects with ‘No’, then this can only refer to what Clinton said about the issue of the Repub-
licans being too partisan, not to the inner feelings of Bush towards the Republicans. Hence,
in both examples, the content contributed by ‘damn’ is not at issue. It has then been proposed
that operators such as negation, conditionals and modals only scope over the embedded at-issue
content, such that:

Whatever does not belong to the main point — the not-at-issue content — is left
out of the scope of the operator, and hence projects. (Simons et al., 2010, p. 315)

QUDs come into play by defining what is at issue. According to Simons et al. (2010,
pp. 316f), a proposition is at-issue relative to a QUD, if it contextually entails a partial or
complete answer to the QUD.

This QUD based definition of projective content has a much wider application than previous
theories of projective content. It not only covers the classic instances of presupposition but also
Potts’s conventional implicature. For example, the sentence in (4-c) may be an answer to various
QUDs, e.g. ‘Who had made a mistake?’, “What had the secretary done?’, or ‘Had the secretary
made a mistake?” However, the presupposition ‘there is a secretary’ answers none of these
potential QUDs. Hence, there is no QUD for which it is at-issue, and, therefore, it must project.

3This phrase originates from Grice (1975). Its meaning has been redefined by Potts and comprises, for example,
appositives, parenthetical adverbs, and pejoratives.



A comprehensive taxonomy of projective content based on the non-at-issueness criterion was
developed in Tonhauser et al. (2013).

A more difficult problem is how to apply the QUD based criterion of projection to factive
and non-factive embedding verbs. In this case, it seems most natural to lexically specify for each
verb whether its embedded content projects or not. Mandy Simons, David Beaver, Craige
Roberts and Judith Tonhauser in ‘The Best Question: Explaining the Projection Behavior of
Factives’ (this issue) address this problem. They argue against the lexical account and propose
a novel account based on a distinction between the congruent question, which is derived from
information structural properties of the sentence containing the factive verb (cf. the question—
answer test in section 1), and the discourse question, which is the relevant QUD provided by
the preceding discourse. They show that projective behavior is much more variable than should
be expected given a lexical account. For example, their QUD based account can more directly
explain why certain contextual knowledge can suppress projective behavior as in (9).

9) If Karl discovers that the sun is circled by a ninth planet, he will be famous.

A lexical account would have to assume that the proposition embedded under ‘discover’ first
projects and then is suppressed by the fact that only eight planets are known. If (9) is an
answer to the QUD ‘By which achievements will Karl be made famous?’, then the embedded
proposition is part of the answer, and, hence, of the at-issue content. As such, it is predicted not
to project.

3 QUDs and implicature

QUDs are relevant to the theory of conversational implicature in several respects. Hirschberg
(1991) systematically considered question—answer pairs and showed that if the set of alternative
answers is ordered by a salient partial relation, then answers can trigger quantity implicatures
that behave similarly to scalar implicatures. In (10) the closeness relation between relatives is
activated. B’s answer implicates that no person closer to B than her husband’s brother speaks
Portuguese:

(10) a. A: Do you speak Portuguese?
b. B: My husband’s brother does.
implicature: B/her husband does not speak Portuguese.

The still most detailed QUD account of implicatures is that of van Kuppevelt (1996).* He
assumes that discourse is structured by a hierarchy of explicit or implicit QUDs. The questions
define the discourse and the sentence topic. Implicatures are semantically inferred from the
topic—focus structure.” Van Kuppevelt assumes that implicatures are inferred if and only if the
implicature trigger is part of the focused phrase. Hence, the answer in (11-a) implicates that
‘Nigel does not have more than fourteen children’ because fourteen is focused. In contrast, the
answer in (11-b) implicates that *Nigel, and nobody else, has at least fourteen children’, as here
Nigel is focused.

“See Benz & Salfner (2013) for a more extensive discussion of the dependencies between QUDs and implica-
ture.

3Van Kuppevelt (1996) calls it topic—comment structure. However, as focus is now commonly used for the main
accent induced by the QUD, we adapted the terminology here.



(11) a. A: How many children does Nigel have?
B: Nigel has fourteeny children.
b.  A: Who has fourteen children?
B: Nigel has fourteen children.

As Nigel is not focused in (11-a), and fourteen is not focused in (11-b), the corresponding
implicatures are only inferred for one question—answer pair but not for the other.

For van Kuppevelt, implicatures are semantic inferences from topic—focus structure. To
account for implicature cancellation, he has to assume split focus phrases. For example, he
assumes the structure ‘Nigel has fiver children, if not sixg’ if it is an answer to the question in
(11-a). This leads us to the question of what QUDs contribute to the theory of implicature. The
quantity implicatures considered so far seem to suggest that QUDs activate alternative sets, and
that the alternative chosen as answer implicates that the stronger alternatives have to be negated.
Moving away from quantity implicature, we can see that QUDs also play a role for relevance
implicature. In the out-of-petrol-example (Grice, 1989, p. 32) the common goal of B’s utterance
is to solve A’s problem of finding petrol for his car:

(12) A stands in front of his obviously immobilized car.
A: 1 am out of petrol.
B: There is a garage round the corner.

A’s assertion activates the QUD “Where can I get petrol for my car?” B’s response can be
interpreted as an answer to this implicit QUD implicating that petrol is available at the garage. In
this example, the QUD spells out what is relevant to A. There is no exhaustive answer expected,
and, therefore, there is no implicature about other places, except that, as in Example (10),
closer, and therefore more relevant alternatives are negated. For example, it follows that there
is no petrol available right at the place where A and B stand and talk. This shows that questions
serve two purposes: they activate alternative sets, and indicate what kind of information is
contextually useful. This provides a link between pragmatic theories that infer implicature from
QUDs and game and decision theoretic approaches that infer relevance implicature, as those
in (12), from underlying decision problems (van Rooij, 2003; Benz, 2006; Benz & van Rooij,
2007).

If one follows the reasoning pattern underlying quantity implicatures, i.e. if one assumes that
speakers maximize relevance (van Rooij, 2004; Schulz & van Rooij, 2006), then one should
assume that all alternatives are false that are more relevant than the one uttered. In (12), the
answer ‘There is a garage round the corner’ could, in principle, implicate either (A) ‘There
is a garage round the corner; petrol is available there’, or (A) ‘There is a garage round the
corner; no petrol is available there.” All common measures of relevance would entail that A is
more relevant than A, which leads to the wrong prediction with the relevance exhaustification
approach (Benz, 2007). If one adds the QUD ‘Where can I get petrol for my car?” to the
picture, then clearly (A) is a more useful answer than (A). If one assumes that B in (12) is
well-informed and cooperative, then the question—answer relation should lead to the preference
of (A). This shows that the usefulness of answers to the current QUD provides a better criterion
for explaining relevance implicature than relevance exhaustification.

Sperber & Wilson (1995) assume that addressees are entitled to enrich the content of ut-
terances until, at least, a certain expected level of relevance is met.® In this framework, all

These enrichments are contextual inferences made privately about the speaker’s intended meaning. However,
Sperber & Wilson do not assume that utterances have well-defined literal meanings, in contrast, for example, to
Grice (1989).



kinds of implicature are derived from relevance, including quantity implicature. A long stand-
ing problem is how the notion of relevance can be made more precise, and, therefore, the theory
of Sperber & Wilson more predictive. Chris Cummins in ‘Contextual causes of implicature
failure’ (this issue) explores QUDs as a definition of contextual relevance. He considers, in
particular, their role in implicature cancellation. For example, if A says (()) ‘For an interview, |
need one person who has at least fourteen children’ and then continues with one of the questions
in (11-a) or (11-b), then the implicatures of answers (11-a) and (11-b) are canceled. The rea-
son is that in both cases the unenriched answer already answers the superordinate QUD raised
by (), so that there is no need for further enrichment. Cummins contrasts the contribution of
QUDs with that of form-based priming effects. For example, an assertion of ‘I got more than 90
points’ would normally raise the expectation that the speaker received fewer than 100 points. In
(13), however, this expectation is suspended. This could be attributed to the re-use of previously
mentioned linguistic material (90) rather than to the QUD.

(13) A: 1 got 90 points.
B: I got more than 90 points.

As Cummins points out, the QUD account is a high-level account based on principles of ra-
tionality, whereas the priming account is based on low-level cognitive processes. He carefully
works out the tension between these two accounts of implicature cancellation, and discusses the
problems they create for experimental studies.

4 QUD in a general model of discourse coherence

Both the increasing number of linguistic applications of the QUD idea and the development of
discourse theories based on coherence relations (such as SDRT Asher & Lascarides, 2003) have
led to growing interest in integrating these two approaches, or more radically, in constructing a
general theory of discourse coherence taking the QUD as its most fundamental building block
and deriving coherence relations from QUDs. While there have been several attempts to define
a mapping between coherence relations and QUD-based structures (such as Jasinskaja, 2007;
Jasinskaja & Zeevat, 2008; Onea, 2016), the work is still in progress and the endeavor is met
with healthy scepticism (see especially Hunter & Abrusén, 2016).” It is not our goal here to
recapitulate that discussion, which is still in its beginnings. Let us mention just one (perhaps
the strongest) argument for the contribution of QUDs to a general theory of discourse coherence
going beyond that of coherence relations.

It is interesting to note that this argument comes forward from a definition of discourse
coherence formulated by Bill Mann—a co-inventor of Rhetorical Structure Theory (RST) and
one of the founders of the relational approach to discourse structure:

... For every part of a coherent text, there is some function, some plausible reason
for its presence, evident to readers, and furthermore, there is no sense that some
parts are somehow missing. (Mann, RST website)

Somewhat reformulating Mann’s subsequent remarks about RST, one could say that rhetorical
relations capture the first aspect of discourse coherence—an evident role for every part. But

7 As mentioned before, one of the problems faced by a question based approach to discourse coherence is that
the QUDs are mostly implicit such that they have to be inferred from context. This means also that QUDs cannot
be directly used for quantitative measures of discourse coherence. For example, it cannot directly be integrated
into the Coh-Metrix tool, that measures coherence on the basis of a variety of cohesion markers (Graesser et al.,
2004; McNamara et al., 2010).



what about the second aspect—no parts missing? Strikingly, all theorizing about discourse has
concentrated on the first aspect of discourse coherence so far. Existing formal definitions of
coherence, both in relation-based (Asher & Lascarides, 2003) and in QUD-based frameworks
(Ginzburg, 2012), measure it by the availability and the strength of meaningful links between
utterances as they stand. None of them captures the intuition that the discourse in (14) as it
stands, without a continuation like that in (15), sounds odd. For instance, an SDRT analysis
would recognize an Elaboration relation between (14-b) and (14-a). Since the sentences are
rhetorically connected, the discourse (14) is coherent, and just as coherent as (14) followed by
(15), which constitutes another Elaboration of (14-a). It is hard to see how a notion of coherence
based exclusively on coherence relations would capture the fact that the information about the
second “thing” done by the speaker on his birthday is missing in (14).

(14) a. Idid two things on my seventy-fifth birthday. John Scalzi, Old Man’s War
b. I visited my wife’s grave.

(15) Then I joined the army.

In order to be able to see that something is missing, one has to have a notion of what is needed,
1.e. of the purpose the discourse is supposed to fulfill. As was pointed out in the introduction,
QUD is one possible way to conceptualize discourse goals, or purposes. It also offers a straight-
forward explanation of the incompleteness of (14): Assuming that (14-a) somehow triggers the
question Which two things did the speaker do? (Onea, 2016) the discourse is not complete until
the question is fully answered, i.e. until information on “two things” is provided.

There is a growing body of research showing that different linguistic devices generate differ-
ent kinds of expectations with respect to the upcoming discourse, most notably the work on the
implicit causality of verbs (Garvey & Caramazza, 1974), showing that causality in the seman-
tics of a verb affects the likelihood with which the subject or the object of that verb is referred
to by a pronoun in the next sentence. More recently, this phenomenon started to be thought of
in terms of expectations for upcoming coherence relations triggered by verb semantics (Kehler
et al., 2008; Bott & Solstad, 2014). While it is certainly possible to enrich a theory based on co-
herence relations with a special forward-looking mechanism, “expectations” do not naturally fit
into a standard relation-based framework. In contrast, questions under discussion express miss-
ing, expected, or needed information in the most straightforward way. The article by Kehler
and Rohde ‘Evaluating an expectation-driven QUD model of discourse interpretation’ (this is-
sue) addresses this phenomenon by comparing the distributions of expected coherence relations
and questions under discussion triggered by implicit causality verbs and other semantic verb
classes, and their influence on the interpretation of pronouns.

While not providing expected information can lead to infelicity in some cases, such as (14),
in other cases it can give rise to pragmatic inferences, in particular Gricean scalar and ex-
haustivity implicatures already discussed in section 3. Jasinskaja, Salfner and Freitag in
‘Discourse-level implicature: A case for QUD’ (this issue) provide experimental evidence for
the presence of exhaustivity implicatures that are difficult to explain unless one assumes that
not only single sentences but also multi-sentence discourses address QUDs. The starting point
of their argument is the observation that at the sentence level, the presence of a contrastive topic
can indicate that the speaker has not provided a complete answer yet and there is more relevant
information to come, which in turn suspends the otherwise expected exhaustivity implicature.
The paper shows that some exhaustivity implicatures suspended in this way at the sentence level
reappear at discourse level, which can be explained if we assume that reasoning with alterna-
tives that leads to exhaustivity as described in section 3 also takes place at discourse level, and
the discourse-level QUD provides those alternatives. This is a further argument for QUD-based
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discourse structure above the sentence level.

To summarize, QUDs provide essential contextual information in a linguistic format. They have
figured as an ingredient of the topic—focus distinction, the definition of utterance alternatives,
the specification of relevant information, and in the definition of coherent discourse. The QUD
for a given sentence in discourse tells us what the topic of the current conversation is, the answer
set provides the alternatives of the given sentence, and, thereby, it also provides us with a notion
of what is at-issue and not at-issue. Arguably, the notion of QUD has proved most successful
in the analysis of information structure, in particular, the topic—focus distinction. However,
it provides a tool for analyzing the interplay of a number of discourse structurally important
notions that previously have been studied predominantly in separation.

References

Asher, N., & Lascarides, A. (2003). Logics of conversation. Cambridge University Press.

Beaver, D. (1997). Presupposition. In J. van Benthem & A. ter Meulen (Eds.), Handbook of
logic & language (p. 939-1008). Amsterdam: Elsevier.

Beaver, D. L., & Clark, B. Z. (2008). Sense and sensitivity: How focus determines meaning.
Blackwell.

Benz, A. (2006). Utility and relevance of answers. In A. Benz, G. Jiger, & R. van Rooij (Eds.),
Game theory and pragmatics (p. 195-214). Basingstoke: Palgrave Macmillan.

Benz, A. (2007). On relevance scale approaches. In E. Puig-Waldmiiller (Ed.), Proceedings of
the sinn und bedeutung 11 (p. 91-105).

Benz, A., & Salfner, F. (2013). Discourse structuring questions and scalar implicatures. In
G. Bezhanishvili, S. Lobner, V. Marra, & F. Richter (Eds.), Logic, language, and computa-
tion: 9th international tbilisi symposium on logic, language, and computation, tbillc 2011
(Vol. 7758, p. 35-50). Berlin: Springer.

Benz, A., & van Rooij, R. (2007). Optimal assertions and what they implicate: a uniform game
theoretic approach. Topoi - an International Review of Philosophy, 27(1), 63-78.

Bott, O., & Solstad, T. (2014). From verbs to discourse: A novel account of implicit causality.
In B. Hemforth, B. Mertins, & C. Fabricius-Hansen (Eds.), Psycholinguistic approaches to
meaning and understanding across languages (pp. 213-251). Springer.

Biiring, D. (2003). On D-trees, beans and B-accents. Linguistics and Philosophy, 26, 511-545.

Clifton, C. J., & Frazier, L. (2012). Discourse integration guided by the ‘question under dis-
cussion’. Cognitive Psychology, 65(2), 352-379.

Cummins, C., & Rohde, H. (2015). Evoking context with contrastive stress: effects on prag-
matic enrichment. Frontiers in Psychology, 6(1779). doi: 10.3389/fpsyg.2015.01779

Garvey, C., & Caramazza, A. (1974). Implicit causality in verbs. Linguistic Inquiry, 5, 459-
464.

Geurts, B. (1999). Presuppositions and pronouns. Amsterdam: Elsevier.

Ginzburg, J. (1996). Interrogatives: Questions, facts and dialogue. In S. Lappin (Ed.), The
handbook of contemporary semantic theory. Oxford: Blackwell.

Ginzburg, J. (2012). The interactive stance. Oxford: Oxford University Press.

Graesser, A. C., McNamara, D. S., Louwerse, M. M., & Cai, Z. (2004). Analysis of text on
cohesion and language. Behavior Research Methods, Instruments, and Computers, 36(2),
193-202.

Grice, H. P. (1975). Logic and conversation. In P. Cole & J. L. Morgan (Eds.), Syntax and
semantics (Vol. 3, p. 41-58). New York: Academic Press.

10



Grice, H. P. (1989). Studies in the way of words. Cambridge MA: Harvard University Press.

Groenendijk, J., & Roelofsen, F. (2009). Inquisitive semantics and pragmatics. In Proceedings
of the ilcli international workshop on semantics, pragmatics, and rhetoric. University of the
Basque Country Press.

Groenendijk, J., & Stokhof, M. (1984). Studies in the semantics of questions and the pragmatics
of answers (Unpublished doctoral dissertation). University of Amsterdam.

Hamblin, C. L. (1973). Questions in Montague English. Foundations of Language, 10, 41-53.

Hirschberg, J. (1991). A theory of scalar implicature. New York: Garland Publishing.

Hobbs, J. R. (1985). On the coherence and structure of discourse (Tech. Rep. No. CSLI-85-37).
Center for the Study of Language and Information, Stanford University.

Hunter, J., & Abrusan, M. (2016). Rhetorical relations and QUDs. In Proceedings of lenls 12.

Jasinskaja, E. (2007). Pragmatics and prosody of implicit discourse relations: The case of
restatement (Unpublished doctoral dissertation). University of Tiibingen.

Jasinskaja, K. (2012). Correction by adversative and additive markers. Lingua, 122, 1899-
1918.

Jasinskaja, K., & Zeevat, H. (2008). Explaining additive, adversative and contrast marking in
Russian and English. Revue de Sémantique et Pragmatique, 24, 65-91.

Karttunen, L. (1977). Syntax and semantics of questions. Linguistics and Philosophy, 1, 3-44.

Kehler, A., Kertz, L., Rohde, H., & Elman, J. L. (2008). Coherence and coreference revisited.
Journal of Semantics, 25(1), 1-44.

Krifka, M. (2001). For a structured meaning account of questions and answers. In C. Fery
& W. Sternefeld (Eds.), Audiatur vox sapientia. a festschrift for arnim von stechow (Vol. 52,
p.- 287-319). Berlin: Akademie Verlag.

Larsson, S. (2002). Issue-based dialogue management (Unpublished doctoral dissertation).
Goteborg University.

Mann, W. C., & Thompson, S. (1988). Rhetorical Structure Theory: Toward a functional
theory of text organization. 7ext, 8(3), 243-281.

McNamara, D. S., Louwerse, M. M., McCarthy, P. M., & Graesser, A. C. (2010). Coh—metrix:
Capturing linguistic features of cohesion. Discourse Processes, 47(4), 292-330.

Onea, E. (2016). Potential questions at the semantics-pragmatics interface. Brill.

Onea, E., & Volodina, A. (2011). Between specification and explanation. International Review
of Pragmatics, 3, 3-32.

Potts, C. (2003). Expressive content as conventional implicature. In M. Kadowaki & S. Kawa-
hara (Eds.), Proceedings of the north east linguistic society 33 (p. 303-322). University of
Massachusetts, Amherst.

Potts, C. (2005). The logic of conventional implicatures. Oxford: Oxford University Press.

Roberts, C. (1996). Information structure in discourse: Towards an integrated formal theory of
pragmatics. OSU Working Papers in Linguistics, 49, 91-136.

Rojas-Esponda, T. (2014). A discourse model for iiberhaupt. Semantics and Pragmatics, 7(1),
1-45.

Schoubye, A. J. (2010). Descriptions, truth value intuitions, and questions. Linguistics and
Philosophy, 32(6), 583-617.

Schulz, K., & van Rooij, R. (2006). Pragmatic meaning and non-monotonic reasoning: The
case of exhaustive interpretation. Linguistics and Philosophy, 29, 205-250.

Simons, M., Tonhauser, J., Beaver, D., & Roberts, C. (2010). What projects and why. In D. Lutz
& N. Li (Eds.), Proceedings of SALT (Vol. 20, p. 309-327).

Sperber, D., & Wilson, D. (1995). Relevance: Communication and cognition. Oxford: Black-
well Publishing.

11



Tonhauser, J., Beaver, D., Roberts, C., & Simons, M. (2013). Toward a taxonomy of projective
content. Language, 89(1), 66-109.

Umbach, C. (2005). Contrast and information structure: A focus-based analysis of but. Lin-
guistics, 43(1), 207-232.

Umbach, C. (2012). Strategies of additivity: German additive noch compared to auch. Lingua,
122(15), 1843-1863.

van Kuppevelt, J. (1995). Discourse structure, topicality and questioning. Journal of Linguis-
tics, 31, 109-147.

van der Sandt, R. (2012). Presupposition and accommodation in discourse. In K. Allan &
K. M. Jaszcolt (Eds.), The cambridge handbook of pragmatics (p. 329-350). Cambridge:
Cambridge University Press.

van Kuppevelt, J. (1996). Inferring from topics: Scalar implicatures as topic-dependent infer-
ences. Linguistics and Philosophy, 19, 393-443.

van Rooij, R. (2003). Questioning to resolve decision problems. Linguistics and Philosophy,
26, 727-763.

van Rooij, R. (2004). Utility of mention-some questions. Research on Language and Compu-
tation, 2, 401-416.

von Stutterheim, C., & Klein, W. (1989). Referential movement in descriptive and narrative
discourse. In R. Dietrich & C. F. Graumann (Eds.), Language processing in social context
(pp. 39-76). Amsterdam: North Holland.

Zondervan, A. (2009). Experiments on QUD and focus as a contextual constraint on scalar
implicature calculation. In U. Sauerland & K. Yatsushiro (Eds.), Semantics and pragmatics:
From experiment to theory (p. 94-112). Basingstoke: Palgrave Macmillan.

Zondervan, A. (2010). The role of QUD and focus on the scalar implicature of most. In
J. Meibauer & M. Steinbach (Eds.), Experimental semantics/pragmatics (Vol. 175, p. 221-
238). Amsterdam: John Benjamins.

Zondervan, A., Meroni, L., & Gualmini, A. (2008). Experiments on the role of the question un-
der discussion for ambiguity resolution and implicature computation in adults. In Semantics
and linguistic theory 18 (p. 765-777).

12



